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Abstract 
An important component of adaptable interactive systems 
is the ability to model the system’s users. Previous systems 
have relied on user models tailored to the particular needs 
of that system alone. This paper presents the notion of 
a general user model, and describes some of our research 
on building a general user modelling facility that could be 
used by a variety of applications. This work focuses on 
the representation, maintenance, and acquisition issues of 
modelling long-term beliefs of the user, and describes a 
general facility for accomplishing these tasks. 

Keywords: User modelling, model acquisition, default 
reasoning, stereotype, cooperative behavior. 

1 Introduction 
User modclling is important to many systems that attempt 
to adapt their behavior to users in order to interact more 
intelligently. This modelling may be static, involving the 
design criteria for a good interface, or it may involve us- 
ing a model dynamically to direct system behavior in an 
interaction, This paper discusses only the second aspect 
of user modelling, describing our on-going research on the 
feasibility and effectiveness of genera2 user models: mod- 
els that have a well-defined set of capabilities that can be 
used in diverse situations and systems. To this end, the 
remainder of this introduction discusses when user models 
are needed and describes the characteristics of an “ideal” 
general user modelling facility. Sections 2 and 3 present 
work we have done on the issues of user model mainte- 
nance and acquisition-focusing on models of the user’s 
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beliefs. Section 4 discusses how stereotypes, and the clas- 
sification techniques of section 2, can be integrated with the 
implicit model acquisition techniques of section 3, describ- 
ing a particular problem of arbitrating between conflicting 
beliefs about the user in such a system. 

The Importance of User Modelling 
User models are not needed for all man-machine interac- 
tions, or even all intelligent interfaces. User models are 
likely to be beneficial if a system has one or more of the 
following characteristics [ 151: 

l The system seeks to adapt its behavior to individual 
users; 

l The system assumes responsibility (or shares respon- 
sibility with the user) for ensuring the success of uscr- 
system communication; 

l The class of potential system users, or the potential 
system uses, is diverse. 

In each case, an interactive system must reason about the 
user’s beliefs, goals and plans, preferences and attitudes, or 
capabilities to understand the actions taken by the user, and 
to control the system’s own behavior. 

Many types of systems can benefit from a user mod- 
elling capability-in fact, this capability has been exercised 
in a range of systems. For example, the importance of 
modelling student knowledge and plans has been recog- 
nizcd as an important aspect of intelligent computer-aided 
instruction (ICAI) [ll]. Student models have been incor- 
porated into many ICAI systems, such as DEBUGGY [4], 
LMS [231, and tutors for high school geometry and Lisp 
programming [2]. User models have also been used in in- 
tclligcnt help systems [6, 25, 261, and in the explanation 
facilities of expert systems [24, 22, 91. 

Systems that can benefit from a user modelling facility 
need not be classified by a particular form of interaction. 
Any system that strives to be cooperative can benefit from 
a user model. In this area, user models have been usefu1 to 
identify potential obstacles in a user’s plan [l], recognizing 
when a user’s query does not reelect the user’s underly- 
ing goals [201, tailoring responses according to the user’s 
perspective [18] or knowledge [19], or correcting user mis- 
conceptions [ 171. 

The Ideal General User Model 
Although user models have been employed in many types 
of interactive systems, the models have been specifically 
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crafted for each application. This hand-crafting is costly, 
since building a user modelling facility requires a substan- 
tial amount of effort. We have been exploring some of t.hc 
characteristics desirable in an ideal general user modclling 
facility, but here will only touch on two aspects: dimensions 
for measuring the generalif.y of a user modclling system, and 
the facilities that any general user modelling system should 
have. A longer discussion can be found in [121. 

Is it possible to produce a general user modclling fa- 
cility so multiple systems can benefit from a single design 
effort? Our ultimate answer is yes, general user modelling 
is practical. Although the ideal system described here may 
not be realized, significant features of the ideal model can 
be used effectively. 

Dimensions of Generality. User models may be general 
with respect to three dimensions: the range of users, the 
forms of interaction, and the underlying system domain. 
User generality is usually a requirement of any user mod- 
elling facility, since user models arc normally used (and 
most beneficial) when a range of users deal with the sys- 
tem, or when the system strives to adapt its behavior to 
individual users. Thus, interaction and domain generality 
are the unique features of an ideal general user modclling 
facility. A user model has inferaclion generality if it can 
be used with a variety of interaction modes, such as struc- 
tured interactions or mixed initiative dialogue, and can be 
used with various modes of communication, such as natural 
language, menus, speech, and graphics. A domain general 
user modelling facility can be used with applications having 
a range of knowledge bases, such as diagnostic systems for 
medicine, mechanical devices, and clcctronic components. 

User Modelling FaciIities. A general user modclling sys- 
tem must provide three essential facilities: rcprescntation 
and maintenance facilities for the contents of the model, 
access facilities for other components of the system or inter- 
face, and acquisition facilities for building the model [15]. 
Our work has focused on the rcprcscntation and maintc- 
nance, and acquisition facilities for general user modclling. 
Representation and maintenance of information about the 
user is central to any user modelling activity, while the ac- 
quisition of such information has been a major bottleneck 
to effective user modelling. We have also focused on mod- 
elling long ferm user information, such as the beliefs a user 
holds about the world or about the system domain. Such 
beliefs tend to persist over time, so the user model formed 
for an individual can be useful in many separate user-syslcm 
interactions. The next two sections dcscribc some of our 
efforts towards building a general user modelling facility. 

2 A General User Moclelling Shell 
This section describes GUMS, a gcncral user modcllling 
shell, designed to experiment with the rcprcscntation and 
maintenance issues of general user modclling [7,5]. GUMS 
is intended to serve as a utility for a set of application pro- 
grams (see figure 1). For each application, GUMS keeps 
a knowledge base of user models relevant to that applica- 
tion. Applications are responsible for acquiring informalion 
about the user and supplying it to GUMS to update the user 
model. Likewise, the application queries GUMS to obtain 
information about the usc.r, although demons could bc used 
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Figure I: A General Architecture for a User Modelling 
Ulilily 

to accomplish a task (such as informing an alpplication) 
when specific changes occur in the user model. 

Representation User modelling is most useful in situa- 
tions where a lsystem must draw many plausible conclu- 
sions about the user on the basis of a small amount of def- 
inite knowlcdgc about him. Thus, default reasoning [211 
is an appropriate method for representing user model in- 
formation. GUMS uses three default reasoning techniques 
to represent its beliefs about user knowledge: stereotypes, 
explicit default rules, and failure as negation. These three 
techniques are used to capture generalizations of different 
grain size, forming a hierarchy with respect to the strength 
of their conclusions. Stereotypes are used to capture gener- 
alizations about. large classes of users. Within a stereotype, 
explicit default rules may be used to express stereotypic 
norms which might vary for individuals of that class. Fail- 
ure as negation. is the weakest form of default reasoning, 
used to gather weak evidence for beliefs about the user 
when stronger methods do not exist. 

Stereotypes consist of a set of facts and rules believed 
to apply to a class of users. These facts and rules may be 
dejinite, meaning they necessarily apply to all users of that 
class, or deJuuli, specifying initial beliefs about users of that 
class that can be overridden. The detinite information in a 
stereotype forms a sort of definilion for the stereotype, by 
specifying information that must be bclievcd about the user 
for him to bc a member of that class. 

SLcrcotype.s can be organized in hierarchies, where one 
stcrcotype, Sl, subsumes another S2, if everything true in 
Sl is necessarily true in S2. Thus, a stereotype can inherit 
information from more gcncral stereotypes in the hierarchy. 
A model of an individual user is represented as a leaf-node 
in Lhc hierarchy. Individual user models can h;ave specific 
information associated with them, in addition to inheriting 
the facts and rules from subsuming stereotypes in the hi- 
erarchy. This information, however, is constr<ained to be 
dcJinite and unl’fary, i.e. it must consist of definite, fully in- 
stantiated facts. Ideally, user models and stereotypes should 
be able to inherit information from several immediate sub- 
sumers, as in a lattice, but this initial implementation limits 
the hierarchy to a tree. 
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Maintenance As new information about a user is supplied 
to GUMS, the individual user model must be updated, po- 
tentially creating inconsistencies in the user model. The 
task of the maintenance facility is to update the individual 
user model, and restore the consistency if necessary. Some 
inconsistencies are easy to resolve. If a new, definite fact 
about the user is asserted, contradicting a default belief, the 
definite information is believed. Thus, beliefs which depend 
on default facts inherited from stereotypes, conclusions of 
default rules, or failure as negation will be overridden by 
definite facts about the user. 

A more difficult conflict to resolve is one bctwecn a 
new, definite fact and a conclusion reached from dcfnite 
facts and rules inherited from a stereotype. In this case, 
again, the definite fact asscrtcd about the user will be bc- 
lieved, but steps must be taken to resolve Ihc conflict with 
the sE%eotypc. Since a definile fact is a defining charactcr- 
istic of a slercolype, a conflict of this form means the user 
has been cIassificd incorrectly in the stereotype hierarchy. 
Thus, this form of conflict requires a reclassification of the 
individual user model. 

Reclassification can bc either domain depcndcnt or do- 
main indcpcndent. Domain dependent methods arc useful 
when reasons for a misclassification arc underslood. For 
example, as a user learns about the domain, the appropriate 
stereotype for rcprcscnting his knowlcdgc will change. Do- 
main dependent reclassification could USC knowlcdgc of Lhc 
user’s expected “growth path” to select a new slcrcotypc. 
A powerful domain indcpcndcnt reclassification meLhod 
would be a technique similar to classiIication of concepts in 
the KL-ONE family of rcprcsentation languages [33. Such 
a strategy would consider all possible slcrcotypcs and l’ind 
Ihe set of most specific subsuming stcrcotypcs for the indi- 
vidual user model. GUMS implements a simpler scheme. 
When a conllict is encountcrcd, the ancestors of the current 
stcrcotype are scarchcd in order of spccificily (by moving 
up the tree) until one is found that dots not conllict with the 
individual user model; reverting to the null stercotype--+nc 
that makes no assumptions about the user-if ncccssary. 

GUMS enables general user modelling by providing 
applications with an cnvironmcnt containing a set of user 
modclling facilities. Applications using this cnvironmcnt 
take advantage of thcsc facilities, instead of re-creating 
them. Thus GUMS centralizes control of the access and 
maintenance of information about Lhc user, similar to Ihc 
way knowledge base syslcms and data base systems ccntral- 
izc the control of thcsc functions for knowledge and data. 

3 Implicit User Model Acquisition 

Our work has also fccuscd on Lhc problem of acquiring ;1 
model of the user’s beliefs [9, 141. In GUMS, bclicfs about 
the user are acquired in two ways: by explicitly encoding 
beliefs in stereotype rules and facts, and by assertions about 
an individual made by the application. Although GUMS can 
support the user modclling rcquircmcnls for many applica- 
tions, a great deal of effort is required lo make USC of it. Not 
only must the application designer discover and implement 
a system of domain related stercolypcs, but (since Lhc appli- 
cation is responsible for populating the individual models 
of users with facts rcprcscnling their bclicfs) hc must also 

design and implement some kind of knowledge acquisition 
strategy. 

The acquisition problem in GUMS, as in most user 
modelling systems, is the need to explicitly encode large 
amounts of information about the potential system users. 
To model user’s beliefs about the system’s domain, the task 
of building stereotypes may be more time consuming than 
building the domain knowledge base itself, because of the 
large number of stcreotypcs necessary. Furthermore, ex- 
plicit model acquisition is error-prone due to the difficulty 
of classifying users and their likely beliefs. 

An alternative to explicit user model acquisition is to 
build the model implicitly, as the user inleracts with the 
system. Implicit acquisition avoids the explicit encoding 
bottlcncck, and can reduce the burden on the application 
as well. If the user modelling facility takes responsibility 
for acquiring the user model, applications do not need to 
reason about what information should be asserted about the 
user. Furthermore, if rhc user modelling facility’s acquisi- 
tion capability is application independent, then general user 
modclling is a practical method for providing user mod- 
elling capabilities to a variety of applications. 

Implicit user model acquisition has not been pursued 
cxtcnsivcly because it has generally been considered to be 
too slow to build a useful, robust model, and too uncertain 
in the conclusions it makes. Our research suggests that this 
need not bc the case. In particular, for specific forms of 
user-system interaction, many basic assumptions about the 
user’s behavior can be made, providing a foundation for 
drawing many conclusions about the user’s beliefs. 

User Model Acquisition Rules By focusing on coopera- 
tive udvisory systems (systems that advise the user, and seek 
LO bc as helpful as possible) that allow the user to volunteer 
informalion, and that communicate in natural language, WC 
have been able to dcvclop a set of user model acquisiiion 
rules. These rules are domain indcpcndcnt, supporting the 
fcasibilily of gcncral user modelling. The rules were in- 
spired by transcripls of over 100 conversations between a 
human cxpcrt and pcoplc seeking advice concerning their 
personal financial invcstmenis.l The rules capture reason- 
able methods that an expert might use to draw conclusions 
about the bclicfs of the user. In fact, from a short dialogue 
bctwccn the system and a user, the rules are capable of 
building a model sufficicnlly robust to enable it to tailor its 
cxplanalions LO that uscr.2 

The implicit acquisition rules rely on basic assump- 
tions about Lhe user and his behavior. For example, one 
set of rules,” the implicuture rules, assume the user is co- 
operating with the system, and thus is observing Grice’s 
Maxims for coopcralive communicalion [8]. One of these 
maxims, Ihc maxim of relation, admonishes a speaker to 
“bc rclcvant” in what he says. Assuming the user observes 
this maxim, the relevancy rule states: 

‘l’hc transcripts were made by Martha Pollack and Julia Hirschberg 
from the radio talk show “Harry Gross: Speaking about Your Money” 
broadcast on station WCAU in Philadelphia, February 1-5, 1982. 

2Although this capability has not been implemented yet, it has been 
well studied, and the implementation is now in progress. See [13] or [lo] 
for an extcndcd example of a dialogue where a user model is built, then 
used to tailor the system’s explanation of a recommendation. 

“SW 191 for a complete presentation of the rules. 
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If the user says P, the user modelling module can 
assume that the user believes that P, in its en- 
tirety, is used in reasoning about the current goal 
or goals of the interaction. 

Thus, in the following dialogue taken from the transcripts, 
the caller believes that all the information she provides is 
relevant to determining how to take her supplemental an- 
nuity. 

C. I just retired December first, and in addition to my 
pension and social security I have a supplemental an- 
nuity which I contributed to while I was employed 
from the state of New Jersey mutual fund. I’m en- 
titled to a lump sum settlement which would be bc- 
tween $16,800 and $17,800, or a lesser life annuity 
and the choices of the annuity would bc $125.45 
per month. That would be the maximum with no 
beneficiaries. 

E. You can stop right there, take your money. 

If this dialogue took place between a user and an investment 
advisory system, the user modelling module would assert 
that the user believes that each of these items is relevant to 
the goal of deciding how to take the annuity, even though 
the system knows some of that information is, in fact, not 
relevant. 

Other acquisition rules make assumptions about rea- 
soning the user is likely to do. In general, one cannot 
assume that the user will believe all of the logical conse- 
quences of his current beliefs (i.e. assume consequential 
closure). Instead, an approximate model of the infcrenccs 
any user would be likely to draw is needed. Our current 
model includes, for example, rules to cover the transitivity 
of subsumption relations (if the user knows A is a kind of 
B, and B is a kind of C. then he will infer that A is a kind 
of C) and inheritance of properties of concepts. 

Another group of rules focuses on assumptions about 
the user’s human behavior. For example, the agent rule 
assumes the user actively performs actions and remembers 
them. The rule states: 

If the user is the agent of an action, then the user 
modelling module can attribute to the user knowl- 
edge about the action, the substeps of the action, 
and the factual information related to the action. 

Using the agent rule, if the user says “1 just rolled over two 
CD’s,” the user modclling module can recognize that Ihe 
user is the agent of the “roll over” action, and conclude that 
the user knows about the steps involved in rolling over a 
CD. Furthermore, the agent rule will also assert that the user 
knows about related facts, such as: that CD’s have a due 
date, that money from a CD can be reinvested, that CD’s 
are obtained from banks, ‘and so on. Thus the agent rule can 
be particularly powerful in contributing information about 
the user. 

In summary, a significant problem in acquiring user 
models can be overcome through the use of implicit acclui- 
sition techniques. The acquisition rules developed in our 
work are domain independent, thus they enable more prac- 
tical general user models to be built. 

Figure 2: A Hherarchy Containing General and Domain 
Indcpcndcnt Stereotypes 

4 Integrating Stereotypes and Im- 
plicit Acquisition 

Although Ihe contrasts between explicit and implicit user 
model acquisition techniques were emphasized in section 3, 
these mclhods can complement each other. Despite the 
problems with explicit acquisition, and the advantages of 
implicit acquisition methods, it is still desireable to encode 
domain-spccilic knowledge about users in many situations. 
This section explores how the implicit acquisition rules can 
be inlegratcd with the GUMS framework, resulting in a 
powerful, cxtcnsible general user modelling Cacility that 
benefits from both acquisition approachs. 

The key to integrating the implicit acquisition rules 
with GUMS is recognizing that the rules are d.efault rules, 
sanctioned by specific assumptions about the user. Thus, 
Ihe acquisition rules can be viewed as elements of very 
general slereotypcs. For example, a stereotype for the 
class of “cooperative agents” would contain the implicature 
rules as default rules, including the relevancy rule. Other 
general stereotypes would be “rational agent,” containing 
rules modelling the user’s reasoning capabiliti’es, or “ac- 
tive agent,” containing the agent rule. These stereotypes 
form an independent hierarchy in a stereotype .lattice, dis- 
tinct from the domain specific stereotypes. Thus, for an 
investment advisor syslcm, a hierarchy of stereotypes such 
as in figure 2 might be used. 

With this notion of general stereotypes, it is useful to 
distinguish bclween IWO types of rules a stereotype may 
contain: rules believed to be used by Ihe user in his own 
reasoning (user inference rules), and rules about the user 
used by the system to make conclusions about him (model 
acquisition rules). For example, the relevancy rule reasons 
abour the user’s beliefs, but a transitivity rule, although it 
can be used to draw conclusions about the user’s beliefs, is 
assumed to be used by the user in his own reasoning. 

No representational distinction is made between do- 
main independent and domain dependent stereotypes, en- 
abling two add.itional, potentially powerful user modelling 
capabilities. First, model acquisition and user inference 
rules that are domain-specific can be included in stereo- 
types. One of the problems with building stereotypes is 
the number of facts that must be included in the stereo- 
type. Domain specific model acquisition rules enable the 
user modeIling facility LO infer these facts implicitly, pro- 
viding a more principled method for attributing beliefs to 
the user than simple assertions in a stereotype. 
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Figure 3: Initial Classification for an Investment Advisory 
System User 

The second capability involves the encoding of explicit 
facts in general stereotypes. A problem with many intcr- 
active systems is their limited knowledge of the world. If 
a body of common sense knowledge that all users are as- 
sumed to know is available in a very general stereotype, it 
could relieve the brittleness problem of such systems. Such 
a stereotype of common sense knowlcdgc might be called 
the any fool srereotype, after McCarthy’s notion that this is 
the knowledge “any fool” would know [16]. 

Integration Problems 
Some problems arise when integrating implicit acquisition 
methods with the stereotype hierarchy of GUMS, howcvcr. 
Two that we have encountered are discussed here, with our 
thoughts on potential solutions for the problems. 

One problem with very general stereotypes, such as 
“cooperative agent,” is the lack of defining facts about mem- 
bers of that class. In GUMS, the hierarchy of stereotypes 
was determined by the definite facts contained in the slerco- 
types, but for a stereotype such as “cooperative agent,” use- 
ful defining facts are rare. Thus, it is not feasible to wait 
to discover the fact “cooperative(U)” before classifying U 
as a cooperative agent. 

This difticulty may be avoided by initially classifying 
the user beneath all of the domain indepcndcnt stereotypes. 
Thus, the system would initially assume the user is rational, 
cooperative, and an active agent, so the defining facts of the 
stereotype would not bc necdcd in order to use the stcrco- 
type. For example, in an investment advisory system, a user 
might originally be assumed to bc a “default agent” and an 
“investor,” as in figure 3. It may be ncccssary, however, 
to retract the assumption that a general stereotype applies 
to a user, such as when the implicature rules consistently 
make conclusions that are contradicted by other, more cer- 
tain, beliefs about the user. We do not know of a general 
method for distinguishing when one or more default rules 
in a stereotype should be retracted, and when belief in the 
stcrcotype as a whole should be retracted. 

A second problem involves conilicting beliefs about 
the user. In GUMS, new information about the user is sup- 
plied by the application, and assumed to be definite. Thus, 
most of the belief conflicts encountered by GUMS are be- 
tween definite knowledge from the application, and definite 
or default knowledge assumed by slcreotypc subsumption. 
Conflicts between definite and default knowledge arc easy 
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to resolve: believe the definite knowledge. In GUMS, a 
conflict with definite knowledge from a stereotype is also 
straightforward: belief in the stereotype is dropped, and the 
hierarchy is traversed upward until a stereotype consistent 
with the definite knowledge about the user is found. 

The simple resolution techniques in GUMS do not ex- 
tend well to the integrated version of the system. First, the 
assumption that assertions from the application are definite 
is a simplification: most assertions made by the implicit 
acquisition rules will be default conclusions. Second, the 
stereotype hierarchy in GUMS is a tree, while the integrated 
system will require a lattice to reflect the inheritance of sev- 
eral, independent sets of assumptions about the user. Thus, 
the intcgratcd system will have conflicts between stereo- 
types that are incomparable. 

Some of these problems may be handled by applying 
a heuristic that attempts to maximize the number of as- 
sumptions about the user after a conflict is resolved-this 
heuristic is used implicitly in GUMS. The stereotype hier- 
archy in GUMS represents an ordering based on the amount 
of information assumed about the user: stereotypes at the 
top of the tree contain few assumptions, while those at the 
bottom inherit the assumptions from higher stereotypes, so 
they contain more assumptions. When a conflict is en- 
countcrcd that requires a stereotype to be dropped, GUMS 
traverses up the tree, trying to find the stereotype with the 
most information that is consistent with the definite beliefs 
about the user. 

In the integrated system, a similar method may be 
used. When a conflict bctwcen slereotypes arises, the sytem 
should retract the stereotype that leaves the maximum num- 
bcr of assumptions about the user intact. Since several 
stereotypes may concurrently draw conclusions about some 
facts, this means the stereotype that makes the least number 
of unique conclusions about the user should be retracted. 

5 Conclusion 
General user modclling is an attractive approach to provid- 
ing interactive systems with information about their users. 
Our work in this area indicates that general user mod- 
elling is not only feasible, but practical. The GUMS sys- 
tem demonstrates how a set of facilities for user modelling 
can be provided in the scope of an environment for build- 
ing interactive applications. Furthermore, work on implicit 
acquisition indicates that the acquisition bottleneck can be 
overcome in a domain independent manner. Thus, a general 
user modclling facility for supporting cooperative advisory 
systems is a practical possibility. 
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