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Abstract 

We present network intrusion detection (ID) mecha­
nisms that rely upon packet Jlnooping to detect abem&nt 
behatJior in mobile ad hoc networks. Our extensions, which 
are applicable to several mobile ad hoc routing protoco18, 
offer two response mechanisms, passive - to singularly de­
ternaine if a node is introsive and aet to protect itself from 
attacks, or acti"e - to collaborative/y determine if tl node 
is intrusive tlnd act to protect all of the nodes of an ad­
I�oc cluster. We have implemented our extensions wing 
the GloMoSim simultltor and dettlil their efficacy under tl 
variety 0/ operational conditions. 

1 Introduction 
Mobile ad hoc networks (MANETs) are fundamentally 

different from their wired-side C'.ounterparts. MANETs 

prm-ide no fixed infrastructure, base stations or switching 
centers. Moreover, the nodes of a MANET are computa­
tionally constrained and have limited power. The routing 
protocols utilized in MAlII'ETs are dependent on each node 
serving as a router. Example<! of these routing protocols 
include: AODV [12], DSR [7]. ZRP [4], and TOR A [11] as 

well as cluster based optimizations as·described in [6], [8] 
and [9]. 

The nature of MANETs not only introduces new se­
curity concerns but also exacerbates the problem of de­
tecting and preventing aberrant behavior. Whereas in a 
wired network an intmder could be a host that is either 
inside or outside of the network and could be s ubjected 
to varying degrees of access control and authentication, in 
a MANET, an intruder is part of the network infrastruc­
ture. Moreover, at the outset, an intruder in a l\.{ANET 
could be a tmsted and integral component of the network 
infrastructure and only later exhibit aberrant behavio� . . 

Message mis-routing and message modifi('ation are the pri­
mary concerns in MANETs [13J. 

Existing ID for MANETs capitalize on the collaborate 
nature of mobile ad-hoc routing . These mechanisms rely 
upon promisCUOUB packet snooping to detect the mishan­
dling of data in mobile ad-hoc networks. Our work im­
proVes and enhances existing mechanisms. Our research 
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also revt'.a.led that the routing protocols typkally employed 
by mobile ad-hoc networks lack sufficient functionality to 
enable robust m, hence we have added modules that pro­
vide the necessary functionality. These modules are appli­
cable to all of the routing protocols used in MANETs, not 
just. DSR. 

Snooping protocols leverage t\\o'Q properties inherent in 
most mobile ad hoc protocols. The first property is that 
each node in the net1l'Ork maintains a list containing the 
addresses of those nodes with which it is in immediate 
proximity or on the path from a source to a destination. 
Tbe second property, as is the case in the 802.11 [5] and 
MACA W [2] link layer protocols, is that a node is able to 
"hE>.ar" the RTSjCTSnegotiatioll of its neighbors. Accord­
ingly, each node that participates in the intrusion detection 
process "snoops" on its neighbor's transmissions in order 
to ensure that they have not been modified or mis-routed. 
Tile notion of "snooping" is also employed in DSR, which 
is used for "reflecting shorter routes" as an optimization 
of the route maintenance process. 

In our extension, which is ,,;able for DSR and other 
ad hoc routing protocols, the snooping nodes listen to all 
other nodes in their proximity. This is in sharp contrast 
to both WtJtchdog [10J and Neighborhood Watch 13], which 
only work with DSR, watching the forward node on the 
patch from soureR. to destination. We Itave experimented 
with, and provide detailed results for, two response mech­
anisms. The piJ8,ive response mode, where a node, upon 
detE'nnining that another node is aberrant, will unilater­
ally cease interaction with that node. Although each node 
acts independt'.ntly, eventually tIle intrusive node will be 
blocked from using all network resources. In the active re­

�ponse mode, each node relies upon a. Cluster Based hierar­
chy. When a node detects an aberrant neighbor it informs 
its Cluster Eetlil, who in tum initiates a voting procedure. 
If the majority determines that the suspel.:ted node is in 
fact intrusive, an alert will be broadcast throughout the 
network and the intrusive node will be denied network re­
sources. 

The remainder of this paper is organized as follows: Sec­
tion 2 details related work. Section 3 details our extension 
and implementation of the m Protocol for MAJI."'ETs. Sec­
tion 4 presents the intrusion response medlanisin. Section 
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5 detaihl our addition to AODV's neighbor table so that 
it would support our needs. In Section 6 we detail our 
experiments and their rf'$ults and we conclude in Section 
7 with future work. 

2 Related Work 
Watdulog, introduced by Marti et at. was the first 

snooping ID protocol for MANETs. Watchdog relies upon 
DSR and eadl node participates by "watching" its down­
stream node, on the route from source to destination, to 
ensure that it has re-tra.nsmitt.ed the par.ketwithout mod­
ification. Marti et aI. hold that if source routing is not 
used 'then a misbehaving node could simply broadcast to a 
non-existent node to fool the watrhdog. While this is true, 
packet modification is not covered up by simply broad­
(".asting to a non-existent node. To mitigate the effects 
of a misbehaving node, Marti et aI. introduce Pathrater, 
which selects a path from flOur('R. to destination based upon 
a "reliability" metric, instead of the shortest path. This 
approach, as observed in [3] relieves the malicioWl node 
from the requirement of participating in the routing pro­
cess, which may be construed as a reward. 

Buchegger and Le Boudec [10] build upon Marti et al.'s 
\\'Ork by replacing Watclidog with Neighborhood Watch, 
which is also dependent upon DSR, and snoops its down­
stream neighbor. They introduce a !hut Manager, Rep­
utation SY6tem, and 8 Path Manager. Esst>.ntially eWI 
node is required to run a finite at-ate machine to- calcu­
late trust, which in tum is used to rank the other node's 
reputation and then determine routes with the highest se­
curity metric. Buchegger and Le Boudec seemingly did 
not consider the re.source constraints imposed upon most 
mobile ad hoc devices, nor did they provide analysis of 
·their protocol with respect to network performance. 

We believe our work extends both of these efforts by ex­
panding the malicious detection to collaborate ",;th rout­
ing protocols other than DSR, and offering 8 more robust 
identification procedure of malicious aCtivity in our cluster 
voting scheme. 

3 Snooping Protocol Extensions 
We assume the presence of symmetric omni-directiona.1 

links within the ad hoc network. When a node that is 
-not on the path from source to destination is a.ble to hear 
transmissions of two intermediate nodes, A and D, that 
are on the source route, it becomes 8 snooping or monitor 
node for node B. Its ID function is to ensure that node 
D does not alter the contents of the packet - or nllfitoute 
the packet. It areomplishes this by comparing certain hi .. 
formation contained in tlle packet p 88 it is inbound to 
intermediate node B with the same information as con .. 
tained in packet rI as it is outbound from node D. 

This section details the data structures and algorithms 
maintained and executed at each node to facilitate our 
Intrusion Detection and Response Protocol. 

Figure 1 illustrates the scenario where node B snoops 
on Node 3 by examining packet p as it is inbound to node 
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3 from node 2 and packet rI -as it is outbound from node 
3 to node 4. 

i 

6·· · · · · · .. · 

'0 

Figure 1. Node A snoops on Node 2, Node B 
snoops on Node 3, etc. 

3.1 Data Structures 

Each node employing our ID Protocol maintains four 
data structures: ID Snoop Table, mStatw Thble, BadNode 
Table and Thruhold Thble. For every pacl<et snooped 
the monitoring node maIa!s an entry in its ID Snoop 
Table, re<".ording infonnation which wiD be used to de­
tect intrusions. An entry in the ID Snoop Table is 
uniquely identified by the SrcAddr, DstAdrr and the 
PacketSeqNumber. Referrinl� to Figure I, when node B 
is snooping on node 3, node 2 i8 the PrevH opAddr, node 3 
is the CurrentH opAdclr and node 4 is the N eztH opAddr. 

The monl_toring node creates an entry in the IDStatw 
Table for every node that it ifl snooping upon. This table 
contains the total number of times that the monitoring 
node has detected an intrusio.n of a particular class Cor a 
particular node. 

The Threshold Table holds threshold values for the at­
tack classes. When a node ext:eeda the threshold value for 
a particular attack rlass, the protocol assumes that the 
anomalous behavior displayed by the node is in fact mali­
cious and that link errors are not the cause of anomalies. 

The BadNode Ta�le holds the address of nodes that 
have been deemed to be intnJsive. Whenever a node re­
ceives any packet or request from a node that is listed in 
the DadNode Table that request or packet is ignored. This 
effectively denies the int rusive node access to any resources 
in the MANET. 
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3.2 Algorithms 
The Snoop (Packet p) method forma the ('.ore of the 

intrusion detection protocol. All packets that the moni­
toring node receiVIlIi (that are not explititly addressed to 
the monitor) are passed to this method. Accordingly, the 
Snoop algorithm does one of the following: 

1. Ignores non-data cu.rying packets. 

2. If a Route Error Packet is detected, AND the ID Snoop 
Table contailis an entry (or entries) for thll node being 
reported 88 unreacluwk, the entry (or entries) are removed 
from the 1D Snoop Thble. 

3. If there is an entry for the packet in the ID Snoop Thble 
(implying that the pllclart was snooped during its previ­
ous hop), AND the CummtHopAddr is also in the node's 
NeighhM Thble then run Per/ormID (Packet p) 8J:Id 
MakeEnt", (Packet p) on the packeI:. 

4. If there is an entry fOT the packet in the lD Snoop Table, 
implying that the packet was SIlOOped during its previous 
hop, run PerformID (Packet p] on the par.kct. 

5. If there is no entry for the packet in the lD Snoop Table 
AND if thll monit.or node has an entry fur the next hop 
recipient in its neighbor table (implying tbat it will be able 
to hear the next hop relay the paeJret) make au entry in 
the ID Snoop TobIe by running MakeEntr!l (Packet p), 
on the packet. 

6. 1£ there is no entry for the packet in the ID Snoop Ta&le 
AND if the monit.or node does Dot have an entry for the 
next hop recipient in its neighbor table, drop the packet. 

As stated, SnoopO calls the At akeEntr1l0 and 
Perform/DO. MakeEntryO creates an entry in the lD 
Snoop Table, storing the relevant header and routing in­
fonnatioll. The TIM Etamp field in the ID Snoop Table 
is used to detect message IJli&.routing attacks where the 
node fails to forward the packet and to clear the table of 
"old " entries. 

The Per lormID(p') metllod tests for message modifi­
cation attacks and message mis-routing attacks. It does 
80 by comparing the entry in the ID Snoop Table derivOO 
from the inbound packet p to information derived from 
the outbound packet, p'. To test for a suspected message 
modification attack, Per JormID(p') compares the check­
sum in tlie packet II to that which was in packet p, as is 
recorded iII tbe checlcswn field of the ton"esponding entry 
in the ID Snoop Tcble. To test for the altered route mis­
routing attack it ensures the route specified in the route 
path Will; followed. Per lormID{) makes entries into the 
JDStatusTahle whe.ll it detects a node ('JCbibiting anoma­
lous behavior. 

To test for message mis-routing attarks, for e.ach time 
period T the monitor nodeca1ls the Per/ormMisRauteO 
method to test for entries in the ID Snoop Table tltat have 
exceeded the TimeOutperiod specified in the Threshold 
Table: Whenever a node displays anomalous behavior by 
dropping or mis-routing a packet the MuRouteCoun! en­
try in that node's entry in the ID Status Table is incr� 
mented. 
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In addition to testing for message mis.routing atta<'ks, 
Per/ormMisRouteO also clears old entries in the lD 
Snoop Table. If, in the e,vent that a node moves out 
of range of its "monitoring" node after it has received a 
pocket but before it forwards the packet it cO\lld appear 
to the monitoring node that the PII('.ket was maliciously 
dropped. Per/ormMisRouteO teats and corrects for this 
condition. 

Depending on which approach is being used (pll8sive or 
active), the RAISEAlarmO method in the above algo­
ritlun nlSults ill one of two different responses. We detail 
the responses in the following section. 

4 Response to Intrusions 
Our ID protocol a1lov.'S for eitller an fICtive or passivE', 

response to intrusions. With either response, the outcome 
is the isolation of the offending node from the network. In 
the paasive mode a node makes a UIlilatR.raI decision he.sed 
on its own observations of anomalous behavior. In the 
passive mode the more frequent and abelTant the behavior 
on the part of an intrusive node, the sooner the intrusiv('. 
node will be isolated and denied access to the underlying 
network infrMtructure. 

The atti .... e response mode offers a. highe.r level of assur­
ance than does the passive mode. The increased assurance 
level is due to a majority voting sclleme and consequently 
the flooding of the intrush-e node's identity throughout the 
network. The active mode, howe\'er, is more complex to 
implement. 

4.1 Passive Response 
Once the threshold value, whicll mitigates the effects of 

link error, Cor message mis-routing or message modification 
has been exceeded, an alarm is raised. In the pllSsi .... e mode, 
the node that raised the alarm removPJI the intrusive node 
from its Neighbor Table and v.ill no longer participate in 
mute discoveries, Hello Measage, or collaborative routing 
with the intrusive node. Additionally, the intrush-e node 's 
address is recorded in the BadNade Table. A!l we will show 
ill the section detailing Qur experiments, the more dense 
the network, the more nodes that simultaneously declare 
a node intrusive and prevent the malicious node from uti­
lizing net"\\'ork resources. If the node in question continues 
to act intrusively each node in the netv."Ork will eventually 
make a unilateral decisioll to disassociate itself with the 
intruder. 

4.2 Active Response 
Thy et 81. [6} propose I.he Cluster Ba8ed Routing Pro­

toool (CBRP) where nodes fonn clusters, each with an 
elected cluster head. The role of the cluster head is to op­
timize the route discovery process. We utilize the cluster 
heads to enable a voting protocol and a.ctive responses to 
intrusions. 

When a node raises an alarm it forwards. that alarm 
to a.I1 of its duster heads. In turn, the cluster hl'Ads ini­
tiate the voting scheme described below. It is importllllt 
that no node be able to spoof identities of other nodes, 
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as this will enable it to foil the voting scheme by gener­
ating spurious votes. Accordingly, we 8Bsume that' some 
kind of mechanism to authenticate E".ach node is available. 
Secondly the voting scheme ma.y fail if the majority of the 
cluster heads are in fact malicious nodes. If this were to 
be the situation, the maJidou5 duster heads could vote in 
an incorrect manner and foU the protocol. However, we 
feel that the likelihood of malicious nodes being elected as 
cluster heads to the majority of the clusters is relatively 
small. 

4.2.1 Data Structures. Each cluster head particIpat­
ing in the voting scheme is required to maintain the fol­
lowing four data structures: Neighbor Cluster Head Infor­
mation, 'I''WO-hop Neighbor Information, Suspect Thble, 
and Voting History Table. TIle first two data structures 
are available from the underlying Clwter-Based Protocol 
while the remaining two are exclusively used for the voting 
process. 

The last two data structures are required to avoid mul­
tiple instimces of the same voting process from being initi­
ated for a single suspected node. These tables also prevent 
a single monitoring node from raising an a1ann at different 
cluster heads and all of them voting positively based on the 
information obtained exclusively from a single monitoring 
node. 

4.2.2 The Voting Protocol. The voting protocol em­
ploys two key strategies: Distributed Voting and Majority 
Voting. They are detailed as follows: 

1. Distributed Voting: Whenever the voting process is ini­
tiated, all of the participlltiug nodes send their votes to 
all other participating �odes. Each node, on receipt of the 
\'Otes, decides locally the outcome of the vote. This avoids 
the need for a voting coordinator. . 

2. Majority Voting: Any vote is s11cccssfu1 if II majority of 
th! participating nodes vote pO&itively. 

The Protocol: 

1. When the threshold is read1ed at II node, the node I\IBIlds 
lin alarm to all of its c1u.'rtCr heads. This alarm contains 
the identity of tho monitoring node 3I1d the idnntity of 
the suspected node. If a nodo suspocts its c1U11tcr head of 
being an intruder it will ODly send the alarm information 
to its alternative cluster head, if one exists. If th! node 
doe<! not have an alt.ernativo clustea' head it will forward 
the alarm informatiOD to a cluster head that is tvro-hops 
away. This two-hop InformlltiOD is amtained In its Clwter 
Adj� Toble as described in 16]. 

2. When a c1ustD head r«elVllll intrusion information it adds 
this information to its 8fUped Table. This information . 
is 1IlIed to respond to voting requests from other cllL'lter 
heads. 

3. Tho cluster head checks the Voling History to ascertain if 
a vote is cnrreDtly in pr0ceB9 £or this BUSpeCt node: 

(8) If the cltJBter head finds that a vote is in progress it 
does not initiate a new round of voting. 
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(b) If no vote is cUlTently in process for the SIIspect 
node the duster hr.aO. initiate& the voting process. It 
sends II VOTE-REQ packet to all its neighboring cluster 
heads. The VOTE-'IIEQ includes a list of clUlJter heads 
that are to partidpate in the vote, the identity of 
the suspect node, and the identity of the monitoring 
node which railled the allll'Ul. 

4. \\'hen a cluster head receiv� II V{JTE-BEQ containing the 
same suspect. node for which it has just initiated a vote 
process, it resolves the conflict by giving preferenoe to the 
initiator with the big-hu' address. The non-initiating c1Ul1-
ter heads

. 
vote in the f'tlUowing Ulanner: 

(a) Vote positive if iI, finds an entry in the suspect ta­
ble fat the 88Qle !lUBpected nodo but reported by II 
different monitOring node from that included in the . 

IlQTE-�. 
(b) Vote neutral if the suspected Dode is not in it's two 

hop neighborhood. This means that the suspected 
node ill not a ncigilbor o( any adjacent cluster. Hence 
this cluster head caunot judge the behavior of the 
suspected node. 

(c) Vote negative if the SUIIpoctcd node is ill its two 
hop neighborhood but does not lind an entry in the 
SUBpect table for that $UBpected node. This indi­
cates the memben; of this cluster have not noticed 
anything malicious about the suspected node e\"en 
though the suspected nOde II; a neighbor to some of 
the members. 

5. Every participating cluster head decides the ootcome of 
the voting independently. The vote is positiw if it has 
received a lllBjority of votes in the affirmative, where a 
majority is calculated from the number of participating 
cluster heads listed in the original VOTE-BEQ. Otherwise 
the 'vote is deemed to be negative. 

6. It the vot(! is deemed pomtive at a cluster head it sends ant 
a PllU.L-BESPOIfSE pacb:t which is flooded throughout the 
network. This nJAL-IIESPIDlSI> is to instruct all the nodts 
in the network to stop CClmmunicating with the malicious 
node. It include<! the id:cn.tity of the malicious node e.nd 
a list of clu&ter heads I:hat voted positive in the voting 
process. 

7. A node in tho network that is uDaware of this process 
cannot arbitrarily trust a single FIBAL-JlESPOIiISB message 
beI:.ause the messa.ge con/d have been 8I!Ilt hy & ma1i­
cious node 88 a denial .. of-service att8clc. Hence a node, 
upon receiving the PI1lAL-RHSPOIlSB. waits to receive the 
rnrAL-RESPOIfSR from enough panidpating d� heads 
to conclusively verify positive resn1ta. 

8. Upon receiving FIlIAL-RESPONSE &om all of the reqnjred 
cluster heades, a node enters the malidous node in its 
BtdNode Tobk. 

5 Protocol Modules 
We have extended our 00se snooping algorithm to work 

with other routing schemes such as AODV. While each 
packet does not carry the route from source to destina­
tion, a snooping node can determine if the current hop is 
the final destination. This tllows the snooping node to lis­

. ten for the packet to be fOL"Wa.l'ded without modifk.ation. 
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Obviously, a mis-route can not be determined, but any 
modification to the packet, or packet dropping, can easily 
be determined and logged. 

In order to implement the algorithms, two additional 
pieres of �'UPI)Ort (".ode needed to be in plac-.e. It is impor­
tant to recognize that performance 6f the ID algorithm is 
only as good as the underlying protocol that keeps track 
of the nodes current one hop neighbors. The only rout­
ing protocol in GloMoSim having a Neighbor Table was 

AODV. Unfortunately, the table was only updated when 
nodes are expected to route traffic. The fundamental basis 
for our algorithms is knowing current one hop neigbbors 
in order to determine correct packet handling. The imple­
mentation of AODV's neighbor table was determined to 
be woefully Inadequate for ottr purposes. 

We chose to implement a Neighbor function that peri­
odically sends He1lo messages to announce its presence. 
The messagt'.8 are received and tracked in a one hop Neigh­
bor Table. If a node does not receive a Hello packet from 
one of its neighbors for three (".onsecutive Hello periods, 
then the neighbor is WlSUJDed to have moved out of range 
and is removed from the Neighbor Table. 

The second piece of code added was a. dynamic clus­
tering scheme based on the Distributed and Mobility­
Adaptive Clust.ering (DMAC) algorithm as described in 
[1]. The algorithm was sliglltly modified to use the Neigh­
bor function to determine changes in Clusters, and initiate 
the appropriate actions (i.e. new C1us�.r Head elections). 
It should be noted that we are using DMAC to maintain a 
cluster hierarchy for \'oting, and not as a muting protoeol. 

6 Experiments 
The algorithms were lJimulated using GloMoSim ver­

sion 2.03. We used the simulation environment detailed in 
[101 as a starting point. The following 61.Ibsoction details 
our simula.tion e.nvironment, metrics, and experimental re­
sults. 
6.1 Simulation Environment 

t. Grid Size: 2,000 by 2,000 meters. 

2. Number of Nodes; 50 (16 nodes involved in constant bit 
rate (CBRJ connections, and we varied the number of bad 
nodes). 

3. Packet'Iraffic: 10 CnR connections lY"e generated siwul­
taneously, where 4 nodes are source fOT two streams each, 
and 2 nodes were the sourOl for a single stream each; de&­
tination nodes OIlly receive one CBR stream. 

4. Mobility: Random Waypoint Model (max speed 20 metexs 
per sec., pause timE' 15 sec.). 

Ii. Routing Protocol: AODV Of DSR. 

6. MAC Layer: 802.11, poor-to-peer mode. 
7. Radio: �110 fading" ra.dio model, with range of 376 meters. 
8. Simulation Time: 200 Bet. 

9. Dropped Packet Time Out: 111 sec. 

11). Dropped P8.(".ket Threshold: 10 paclccts. 
11. Clear Delay (event expiration tim�): 100 soc. (e.g.: the 

&mount of time that a node considers an event without 
coming to a fuW determination). 

751 

12. Misroute Threshold: S events. Detectable only in routing 
protor.ols llBlng Source Rou� such as DSR. 

13. Modification Threshold: 5 events. 

14. Neighbor Hello period: 30 seconds. 

6.2 Metrics 
We measure False positives, True positives, and packet 

throughput eaclJ as a function of the percentage of had 
nodes in the network. False positives and True positives 
are counted as a single tally for eaeh node making the 
identification. By u.<dng this method there may be greater 
than 50 toW False or True positives counted. An results 
are averaged over a number of simulation runs. 

6.3 Results and Diseussion 
Results were obtained by averaging 100 simulation runs 

for 200 seconds each. The plots in Figure 2 show the true 
pooithu, false positives, and sucr.essfully dE'live.red parlrets 
as a pe.rcentage of the number of bad nodes in the network 
for DSR (top row) and AODV (bottom row) respectively. 
Node density of both malicious and normal nodes i., n �ig­

nificant factor in rates of true positives. For a malicious 
node to be detected, it must both act maliciously and be 
in proximity to a good node in order to be detected. 

As expected, the performance of the both the Passive 
and Active response protocols improved, in respect to both 
True Positives and False Positives, as the density of the 
malicious nodes incrt'.ased. Likewise, and as expected, the 
number of successfully deliyered packets decreased as the 
density of malicious nodes increa.zres. Fo .. the case of 0 bad 
nodes, this is attributable to Ule increased bandwidth for 
the current Implt'lnentatioll of the voting mechanism. 

According to [10J there are two contributing factors tha.t 
influence tbe rate of false positives - $peed and collisions. 
The node's speed can cause mOnitoring nodes to believe 
packets ha.ve been dropped, when the mobiles move.out of 
range prior to packet relaying. Collisions at the monitoring 
node may also lead to a nodes failure to. detect a. packet 
relay. 

7 Conclusions and Future Work 
We have extended our bw!e snooping algorithm to work 

with not only DSR, but also AODV. While each packet 
does not carry the route from source to destination in 
AODV, a. snooping node can determine whether the cur­
re.nt hop is the final de.�ination. This a1lowll tlle snooping

· 

node to listen for the packet to be forwarded without mod­
ification. Obviously, a mis-route can not be determined, 
but any modification to the packet. or dropping of the 
packet can ea.Bily be recognized and logged. 

The implementation of both the Passive and Active ID 
algorithms in GloMoSim led to a number of parameters 
tbat can be adjusted. The data obtained for this paper was 

with our best guess at realistic values for th� parameters. 
All future work, we will optimize theSe parameters to effect 
better performance as well as varying node density. 
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