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Federal government agencies and organizations doing business with them have to adhere to the Code of Federal Regulations (CFR). The CFRs are currently available as large text documents that are not machine-processable and so require extensive manual effort to parse and comprehend, especially when sections cross-reference topics spread across various titles. We have developed a novel framework to automatically extract knowledge from CFRs and represent it using a semantically rich knowledgegraph. The framework captures knowledge in the form of key terms, rules, topic summaries, relationships between various terms, semantically similar terminologies, deontic expressions, and cross-referenced facts and rules. We built our framework using Deep Learning technologies like Tensorflow for word embeddings and text summarization, Gensim for topic modeling, and Semantic Web technologies for building the knowledge graph. In this paper, we describe our framework in detail and present the results of our analysis of Title 48 CFR knowledge base that we have built using this framework. Our framework and knowledge graph can be adopted by federal agencies and businesses to automate their internal processes that reference the CFR rules and policies.
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1 INTRODUCTION
As core documents of the Executive Branch of the US Government, the Code of Federal Regulations (CFR) [25] provides the public with a comprehensive publication vehicle for all the regulations issued by Federal agencies and the President; and are indispensable to the Government’s operations and communication [2]. These regulations are published in the Federal Register and must be adhered to by every organization that wants to do business with the US Government. They are also an effective mechanism to provide a central repository of all federal laws that can be queried by people to understand the laws described in them.
The CFRs are currently available in electronic form [25] on a variety of free and paywall sites. They are, however, long and complicated documents with various rules of many regulations written across multiple sections and titles. Its semi-structured organizational structure makes it a challenge for researchers to identify and cross-reference relevant sections that answer a specific question. While simple keyword searches of CFRs are available, they often return large numbers of possible matches requiring further human review to identify the relevant and irrelevant responses. The organizational structure of the documents also makes it difficult to find and compare relevant provisions across sections and titles since the indexing of the information (through sectional tables of contents) is at a relatively high level within the regulatory sections. Hence, currently, understanding the various rules in CFRs requires legal expertise and is a time consuming and labor-intensive process.

**Research Goal:** The knowledge in regulatory documents, like CFRs, is usually present in the form of definitions, state of art or domain-specific jargon, rules, and cross-references. Automating this embedded knowledge by making it machine-processable will help government agencies, businesses as well as legal experts to significantly speed up their processes that refer to these regulations. While knowledge extraction from legal documents has been an active area of research, there has been limited work on automatically extracting rules and policies from regulatory documents. Traditional techniques of Natural Language Processing (NLP) and Information Retrieval techniques, like Bag of words model or vectorized model, alone cannot automate the analysis process of CFRs. These techniques fail to capture the semantic relationships between various legal elements spread across the deeply hierarchical structure of regulatory or policy documents. Dealing with heterogeneous legal facts and rules in a semi-structured format like XML is challenging in terms of answering user queries and performing analysis on the various legal elements. Hence, building ontologies, or knowledge graphs, for legal documents [38] is one of the possible efficient solutions to capture various facts and rules of legal documents in order to perform analytics and answer queries. This research is one of the first steps in representing knowledge in CFRs in the form of an ontology or knowledge graph to make it machine-processable.

**Research Methodology:** We have developed a novel framework to parse automatically and extract knowledge from legal documents and represent it using an Ontology. The framework captures knowledge in the form of key terms, rules, topic summaries, relationships between various legal terms, semantically similar terminologies, deontic expressions, and cross-referenced legal facts and rules. We have built the framework using Deep Learning technologies like Tensorflow [31][32] for word embeddings and text summarization [30], Gensim [33] for topic modeling, and Semantic Web technologies for building the knowledge graph. In our previous work [4], we had presented preliminary results on extracting simple rules from the Federal Acquisition Regulations System (FARS) [26], which is title 48 of the CFR.

In this paper, we describe this framework in detail and present our results of applying the same to analyzing CFR documents. Section 2 includes a discussion of how this work is relevant to e-government. Section 3 covers related work in this area, and Section 4 describes our approach, developed using Information Retrieval, Natural Language Processing, and Deep Learning techniques, for creating the CFR legal knowledge graph. Section 5 details the results when applying this framework to FARS (title 48 of the CFR), and Section 6 describes the conclusion and future work.
2 DISCUSSION

Organizations or researchers interested in learning more about a particular federal law or regulation, usually begin by searching the complex and large CFR corpus that is publicly available as a semi-structured XML formatted text [25]. The corpus has been organized into 50 different titles to correspond to the different areas where government services are provided. Each CFR Title focuses on a particular subject area like Agriculture, Labor, etc. Since each topic has a large number of rules and policies associated with it, the CFR Titles are further organized into Chapters, with every Title having an average of 50 chapters. Each Chapter has an average of 100 Parts, and each Part has various Subparts, Sections, and Subsections that contain the individual rules. Some Titles are brief, spanning only a single slim volume, while others can run as many as twenty volumes long. A citation to the CFR — for example “25 CFR 531.1” — tells us first the Title of the CFR in which a rule is located (in this example, that is Title 25), and then the section number within that Title where the rule appears (here, that is section 531.1, located in Part 531) [36].

Apart from the complex hierarchical structure of CFRs, the titles often cross-reference rules and regulations listed in other titles. For instance, if a researcher wants to learn about ‘Rules and regulations for Technology Investment in Federal Agencies’, the related sections are present in various chapters of Title 48 CFR (Federal Acquisition Regulations) and Title 32 CFR (National Defense). So manually parsing these titles to get the answers, which is the current state of technology, is a labor-intensive and time-consuming process. The publicly available XML/HTML format for CFRs might be easy for human consumption; however, it lacks semantic details and hence makes it challenging for machines to process. So it is currently impossible to write sophisticated programs to automate organizational processes that have to comply with the CFR rules. Hence, both the federal agencies that formulate these rules and vendors that have to adhere to them have to manually monitor and audit their processes and data to ensure the government rules are met. This can be very challenging if the policy covers a large population or requires urgent government intervention, like for disaster or pandemic management. Hence, there is an urgent need to develop a more semantically rich representation of CFR corpus to improve the digital governance capability of federal organizations and regulation adherence of contractors and vendors working with them.

We have developed innovative approaches to transform legal documents from textual databases to machine-processable graph-based datasets using Semantic Web languages and techniques from Deep Learning and NLP. By building a flexible CFR knowledge graph (described in section 4), we can transform them from their current XML/Text format into graph data stores that will allow complex searching capability along with reasoning on rules. Our knowledge graph can store the key terms, rules, and deontic statements present in CFR Titles, which can be easily queried and reasoned over to answer complex questions that a researcher may have about any rule or policy. Our proposed framework and its artifacts, like the CFR knowledge graph or Deontic rules extractor, built using novel Artificial Intelligence (AI) technologies are available as open-source in the public domain to be used by any interested organization using CFR in their processes. Our framework uses A.I./Semantic Web languages along with techniques from topic modeling and word2vec algorithms that primarily depend on the CFR document corpus and not on user feedback. We have used the feedback of a legal expert to validate the knowledge graph and its instances. The strength of our design is that it does not require the end-users to be trained on using the system; they can access it using a simple User Interface like a search bar. Another significant contribution of this framework is that it takes advantage of the flexibility of Semantic Web languages to allow easy modifications to the CFR knowledge base. The Federal Register [40] that is published
daily lists the changes to the various CFR rules, proposed rules, and other federal notices. Our framework makes it possible to add or remove these changes to the knowledge graph easily. We contribute to automating and thereby improving eGovernment processes that currently depend on researchers discovering, parsing, and interpreting CFR rules and regulations.

Our framework will also facilitate automating answering complex questions that the general public may have about the various federal laws and regulations that affect their lives. This framework has the potential to help reduce the digital divide that is knowledge-based (education-based) and resource-based. Some of the artifacts and toolsets that we have developed as part of this framework can assist people who have (a) limited or no legal education, (b) cannot afford expensive legal services, and (c) have limited access to digital libraries. That will contribute to narrowing the gap between governments and ordinary citizens.

3 RELATED WORK

3.1 Legal Analytics

Regulatory documents are part of the legal text corpus. Various AI techniques, like predictive analytics, have been used primarily in five areas of the legal domain: (1) discovery (2) legal search (3) document generation (4) brief and memoranda generation and (5) prediction of case outcomes [18].

Electronic discovery (also called e-discovery or e Discovery) refers to any process in which electronic data is sought, located, secured, and searched with the intent of using it as evidence in a civil or criminal legal case. The volume of documents routinely subject to discovery poses challenges in investigations and litigation that extend beyond ediscovery [19]. While predictive coding is gaining increased acceptance as a procedure for identifying responsive documents with a lesser manual review, there is less appreciation of how Document analytics can add value in answering document related research questions, or otherwise helping to identify and analyze documents in ways not practical with keywords alone. Having reduced reliance on manual document review to decide which documents to produce, the challenge is to determine quickly what the documents reveal about the critical issues in the case.

Legal Document Analytics, unlike a manual review, enables algorithms to be run across all documents across multiple datasets and dictionaries at a relatively short time and cost. While the results of computerized document classification may not be perfect, analyzing all documents collectively reveals patterns not visible from targeted manual review. Algorithms can be used to gather individual pieces of similar information of interest across an entire database, for example, pricing information contained in contracts, providing a basis for economic analysis that would otherwise be far more cumbersome to perform. In the past, keyword searches were the dominant approach used for document analytics. However, they often return responsive documents with an overwhelming set of irrelevant documents. The mere formulation of a query or keywords is complicated if the information being targeted can be described in several different ways. Moreover, simple search queries may return ambiguous uses of the searched keywords. It may retrieve hits of the words that are not relevant to an inquiry. Keyword searches generally will not retrieve any documents containing a keyword that is misspelled, either in the query or in the documents.

In contrast to traditional keyword searching based on specific words or phrases, concept searching is a more sophisticated approach for document analytics that does not require the legal parties to agree on and identify all possible keywords of interest upfront. Predictive coding is a form of concept searching that can classify
documents based on concept similarity, even if all the target words do not exist in the document. Predictive coding and context searching have also been accepted by several courts [19]. Moreover, the results offered of the existing legal analytics approaches are still not semantically rich.

3.2 Semantic Web and Legal Ontologies

We have used Semantic Web technologies to develop our CFR knowledge graph or ontology and the reasoning component of our framework. Semantic Web tools enable data to be annotated with machine-understandable meta-data, allowing the automation of their retrieval and their usage in correct contexts. Semantic Web technologies include languages such as Resource Description Framework (RDF) [12] and Web Ontology Language (OWL) [13] for defining ontologies and describing meta-data using these ontologies as well as SPARQL [14] query language for querying triples and tools for reasoning over these descriptions. These technologies can be used to provide semantic relationships between various legal elements of the CFRs.

Our most fundamental requirement is for a knowledge representation that supports interoperability at both the syntactic and semantic levels. OWL has a well-defined semantics grounded in first order logic and model theory, allowing programs to draw inferences with the assurance that the subsequent interpretation is sound. An important advantage for OWL over many other knowledge-representation systems is that it has well-defined subset profiles guaranteeing sound and complete reasoning with various levels of reasoning complexity and designed to work with popular implementation technologies, such as OWL QL for databases and OWL RL for rule-based systems. A second design requirement is for a language that is designed to integrate well with the Web, which is often used by researchers working with CFRs. OWL is built on basic Web standards and protocols and is evolving to remain compatible with them.

Researchers working in the intersection of AI and Law have developed conceptual models for knowledge representation and reasoning, known as Legal Ontologies, that have been widely used by legal practitioners, scholars, and laypeople in a variety of situations, such as simulating legal actions, semantic search, indexing, and to keep up-to-date with the continual change of laws and regulations [38]. Valente [44] has proposed five main roles for legal ontologies, viz. (a) to organize and structure information; (b) reasoning and problem solving; (c) semantic indexing and search; (d) semantics integration and interoperation; and (e) understanding the domain. Our proposed ontology meets the roles of organizing, understanding and reasoning the knowledge embedded within CFRs. There have been other efforts, especially in the European Union, on developing Ontologies or Knowledge graphs to capture the rules existing in various legal regulations and government laws [45] [46]. The European Legislation Identifier (ELI) system is one main initiative that has created ontologies to provide a descriptive framework for structuring metadata of legislative resources and to publish them as linked data. [37] There is currently no semantically rich representation of the CFR documents, and our work is one of the first works on this. In our previous work, we have developed a semantically rich ontology for Service Level Agreements (SLAs) and Privacy Policies for cloud-based services [3][22][23].

3.3 Text Document Analytics

Information extraction from text documents has been an active area of research [7][8]. Amato et al. [1] have proposed a technique for building RDF ontologies from semi-structured legal documents. They have used only text extraction techniques and not explored topic modeling as our framework does. Rusu et al. [5] used parse trees to generate triplets as subject-predicate-object. Etzioni et al. [6] used pattern learning to generate to
extracts facts from large documents in an unsupervised manner. Another important NLP technique used for information extraction from unstructured text is Noun Phrase Extraction [9]. The use of automated techniques for extracting permissions and obligations from legal documents, such as text mining and semantic techniques have been explored by researchers in the past [20][21][34]. In our previous works [10][11], we also extracted key Service Level Agreements (SLA) definitions and measures using pattern-based rules using the Stanford Part of Speech (POS) Tagger [27] and CMU Link Parser [28] and used pattern-based rules for extracting permission and obligation [24][22][23]. As CFR Titles are much longer and complex documents than SLAs or Privacy Policy documents, we have significantly improved and refined our previous approach for developing this framework to capture various facts and rules spread across the documents.

Researchers have also proposed approaches for extracting phrases or sentences instead of just keywords from text documents. Le and Mikolov [15] have recommended the paragraph vector algorithm for extracting sentences from documents. Goldstein et al. [16] have proposed an approach to multi-document summarization that builds on single document summarization methods by using additional, available information about the document set as a whole and the relationships between the documents. McCarty in [17] illustrated that a statistical parser can handle complex syntactic constructions of an appellate court judge and that a semantic interpretation of the full text of a judicial opinion can be computed automatically from the output of the parser. We have built upon these approaches of phrase or sentence extraction when building our framework and automatically populating our system.

![Overall Framework to build and populate the CFR Knowledge graph](image)

4 FRAMEWORK

In this section, we describe our framework in detail, including the techniques we used to create the knowledge graph, which captures the overall structure of CFRs along with key instances, extracting cross-referenced rules from the knowledge graph and identifying and classifying rules into basic deontic expressions. Figure 1
illustrates the high-level overview of the framework. It consists of the following four main phases detailed in sections below.

1. Data Collection and Preprocessing
2. Building the CFR Knowledge Graph
3. CFR Entities and Relations Population, and

4.1 Data Collection and Preprocessing

The online electronic version of the Code of Federal Regulations is available in XML format in a hierarchical structure having tables and figures. We created a repository of all the titles of CFRs. Using the ElementTree python library [29], we extracted the text portion from these documents. We observed that <Div> element contains the structure of XML while <p> tags contain the text portion of the document. We preprocessed the extracted text using standard NLP techniques like conversion to lowercase, removal of stop words, lemmatization [39], and parts of speech tagging. For our analysis, we did not remove certain stop-words like “should” or “must” from the corpus as these might semantically refer to words like “prohibition”, “permission”, or “authorization” rule, which could be useful in resolving the issue of context disambiguation. Also, we did not remove alpha-numeric characters and numbers from the text as they might represent the knowledge of the document organization. So, while extracting text from XML format as well as preprocessing the text, we maintained the numbered hierarchical structure of the document.

4.2 Building the CFR Knowledge Graph

We created the knowledge graph (or ontology) by reviewing the overall document structure and the concepts, rules, and provenance embedded in the CFR Titles. As stated before, CFR documents include 50 Titles, and each Title has on an average around 50 Chapters, which follow a hierarchical structure - Chapters have Sub-chapters, each Sub-chapter has Parts; each Part has Sub-part, each Sub-part has a Section, and each Section has Sub-section. In our study, we observed that end-users often query for a specific section number in the CFR that they are interested in. So, one of the key objectives while building the knowledge graph, in addition to capturing key terms and rules, was to capture the provenance of the rule, which was observed to be tied to the structure of the document. Hence, we considered this existing hierarchy in our design when identifying the main entities and relations of the CFR knowledge graph. This hierarchy also helps us efficiently query cross-references in the regulations.

The main attributes captured include description, location on the document (chapter no., sub-chapter no., part no., section no.), sub-section no.), and semantically similar words of entities. Figure 2 illustrates the overall structure of our CFR Knowledge Graph. The highest-level class is the CFR class which has subclasses Title, Chapter, Section, and Subsection. Each Subsection includes the SubSection Entity List class whose data property is hasStructure and object property is Concepts. The structure stores the provenance of the concept term. Since a concept term may occur in multiple locations in the document at different levels of hierarchy, the structure, concept combination allows us to query faster for a key term occurring in different sections. The SubSection class also contains subclass Rules that captures the rules and policy statements existing in the CFR subsection. Our system also classifies the rules into the four deontic types detailed in section 4.4 and stores the deontic_type as a property of the Rules class. The class Concept stores concepts and descriptions
as its instances. *Concept* is a superclass that is capturing an idea in the sub-section (the arrow indicates the hierarchy). The same concept may be included in the various sub-sections or rules, and so Class *Concept* is referenced in classes *Rules* and *SubSection Entity List*. Class *Concept* has subclass *Semantic Similar* which captures terms that are semantically similar to a *Concept* class’s instance. Since the design follows a hierarchical approach, the *Title* is the superclass of *Chapter*, which is the superclass of *Section* and so forth. This design allows us to easily reason across the classes using SPARQL [14] commands. That is the reason for connecting individual entities and rules at the lowest hierarchy *subsection* of the CFR document. We created this knowledge graph in OWL [13] by using the open-source Protégé tool [41].

![Diagram of knowledge graph for Code of Federal Regulations (CFR)](image)

**Validation of Knowledge graph**: Since the CFRs are lengthy and very complicated, identification and validation of the main entities and relations for building the knowledge graph was a challenge as there are no existing ontologies, like DBpedia or Freebase, for legal documents that we can use as ground truth. We validated this knowledge graph with the help of our legal expert collaborator, Ms. Renee Frank.

### 4.3 CFR Knowledge Graph Instances and Relations Population

We used the following three-step approach to populate the knowledge graph automatically. These steps are described in detail in the sections below.

- Extraction and validation of the main Entity instances.
- Extraction of semantically similar terminologies and population.
- Extraction of relations between the main entities.
4.3.1 Extraction and Validation of Knowledge graph Instances

The titles of CFRs have various chapters, parts, subparts, sections, and sub-sections of a varied number of sentences representing facts and rules. To extract the instances for our ontology, we used these three steps:

**Step 1: Extractive Text summarization of each paragraph of the subsections**

Each CFR Title document contains a varied number of sentences in a paragraph. For instance, Title 48 of CFR contains paragraphs ranging from 4 to 200 sentences. We used text summarization to capture only vital information from the lengthy paragraphs of sections and sub-sections of a Title of CFRs. We ran the TensorFlow extractive text summarization model [30] on each paragraph of the whole document. This model considered both words and word phrases to create the summary as that does not lead to information loss.

**Step 2: Extraction of Topics from summarized sub-sections**

After summarizing the text, we implemented the Latent Dirichlet Allocation (LDA) [33] Topic Model on the summarized text to extract top k topics for each section. For example, if a summarized section A has 10 sentences, then 5 topics were extracted whereas another summarized section B having 50 sentences, had 15 extracted topics. We used the perplexity measure to determine the number of topics extracted from the sub-section. Perplexity is a statistical measure determining how well a probability model predicts a sample. Lower the perplexity, better is the topic model. For example, in Chapter 1, the lowest number and highest number of sentences in a sub-section were 1 and 51, respectively. We chose to extract 2 and 21 topics from 1 and 51 sentences, respectively. We used the lowest perplexity to determine the number of topics. Figure 3 illustrates the perplexity curves for the number of sentences 1 and 51, respectively.

![Perplexity curves for subsection having 1 (left) and 51 (right) sentences](image)

**Figure 3: Perplexity curves for subsection having 1 (left) and 51 (right) sentences**

We used the help of a legal expert and a legal dictionary [35] to validate the topics, which would be the main entities in our knowledge graph. After identifying the list of the entities, our toolset extracts definitions or descriptions of those entities from the document. In our previous work [22][23], we developed a topic descriptor system for extracting definitions using pattern-based rules like Stanford POS Tagger [27] and CMU Link Parser [28]. We used the same system to extract the description of entities from each Title of CFRs. For each entity, we also extracted the associated section number, Part number, Chapter number, and the Title number, i.e., the
location where the entity occurs in the document. This helped us capture the provenance of the rule, description, and location of each of the entities that will form a set of attributes for each entity of our CFR knowledge graph.

Algorithm 1 details the approach to extract the best number of topics from each sub-section of a Title of the Code of Federal Regulations (CFR).

---

Algorithm 1 Entity Extraction

Let Topics be the hashmap where keys of the hashmap store the location of the paragraph and the values of hashmap store array of topics extracted from Latent Dirichlet Allocation Topic Modelling.

Let Min represents minimum perplexity

Let N be a Hashmap where key-value pairs are perplexity values and corresponding topic models.

1. input Preprocessed raw text
2.   For Chapter number in each Chapter within Title:
3.     For Part number in each Part within Chapter:
4.       For Subpart number in each Subpart within Part:
5.         For Section number in each Section within Subpart:
6.           For Sub-section number in Sub-section within section:
7.             For each_topic in set of topic models:
8.               Min= minimum value of perplexity of each topic
9.                 Topics [Sub-section number] = Min

Output: Hashmap Topics will store topics with lower perplexity as value for each sub-section. This results in fetching relevant topics from each sub-section

---

Step 3: Extracting Instances and their Description from selected topics

After extracting the topics from each sub-section, we next identified the main instances of our knowledge graph from these topics. As each topic consists of a set of key-terms arranged in the decreasing order of probability of likelihood, we needed to extract relevant key-terms from each topic. After choosing relevant key-terms of each topic, we assigned a topic label from those key-terms. We next extracted definitions of the key-entities from the document. The assignment of the topic label was validated through our legal expert. We validated the topics identified as essential entities for our knowledge graph with the help of a legal dictionary [35] and our legal expert.

4.3.2 Extraction of semantically similar terminologies and ontology populations

In the CFR, various chapters are related to each other, and for a novice user, it becomes challenging to correlate semantically similar terminologies found across various chapters. For example, semantically similar meanings of word “publication” are found across various chapters of CFRs as “findings” or “document”. In order to resolve context disambiguation, we used TensorFlow Word2Vec deep learning architecture [31][32] to generate a word embedding model for capturing semantically similar words. This model is essentially a neural network architecture utilizing a continuous bag-of-words model or skip-gram model to predict similar words. We configured parameters like batch size, number of skips, and skip-window to build and train the skip-gram model. The skip-window represents the number of words to be considered at the left and right of the target word. Num-of-skips represents the number of output words that will be picked in the span of a single word in an (input, output) tuples. We used the set of target words that we are interested in to evaluate the similarity on every
specific step; the model is evaluated by looking at the most related words of those target words. In this process, in every epoch of the neural network while training, we find the probability $P(w)$ of target-word $w$ being “compatible” or “semantically similar” to other words in the raw text. We define $V$ to describe set of words in the skip-window which are used to predict semantically similar words of target word $w$, and $K$ is the size of $V$. Unlike, traditional deep-neural network architecture where activation functions being used are usually $\tanh$ or $\text{sigmoid}$ functions, we have used $\text{softmax}$ function \cite{42} as an activation function in the hidden and fully connected layer of our deep learning neural network architecture. The probability $P(w)$ is calculated in fully connected layer of deep-neural network architecture after every epoch.

$$P(w) = \frac{\exp^w}{\sum_{i=1}^{K}\exp^w}$$  

Equation 1 describes the probability calculation using Softmax function. In order to maximize the likelihood of probability $P(w)$, we apply a logarithmic function to $P(w)$. Equation 2 describes the maximization of probability $P(w)$.

$$\text{Maximized } P(w) = \log \frac{\exp^w}{\sum_{i=1}^{K}\exp^w}$$  

The program stops after 100000 steps, and the loss and similar words result will be optimized. So for each of the entities, we obtained semantically similar terminologies and used it for the ontology population. Section 4 describes the results in detail. After creating sets of vital key-entities and definitions, with the input from our legal expert and extracted vital key-terms and semantically similar terms from the corpus, we can populate our knowledge graph with the facts and rules contained in the CFR.

4.3.3 Extraction of relations between key-entities

In order to extract relations between key-entities, using text mining techniques, we first extracted the description of each entity from the raw text (as explained in Section 4.3.1). We applied Stanford POS tagger on the raw text to generate Subject-Object-Predicate rule. The list of key-entities extracted was used as subjects or objects, and associated Actions or Predicates were considered as relations. We extracted all associated relations of entities. To establish the relationship between two entities, we calculated the frequency of occurrence of entity-relation in the text. The most frequent entity-relation occurrences were considered for the knowledge graph. We validated our results through a legal dictionary \cite{35} and with the help of our legal expert. Figures 4 and 5 illustrate the extraction and validation process by the legal expert.
4.4 Rules Identification and classification using Deontic Logic

In this phase, we classify the extracted components, such as definitions of key terms and rules in the sections, into basic Deontic expressions using Modal Logic [43]. These key-terms and rules listed in the CFR define the rights, obligations, and prohibitions for the key stakeholders such as the federal agency, organizations, and researchers. Deontic rules can be reasoned over by our framework to answer questions like “What are the responsibilities of a Contracting Officer?” The answer to such questions should clearly specify four deontic expressions.

4.4.1 Theory of Modal / Deontic Logic

Modal logic is a broad term used to cover various other forms of logic, such as temporal logic and deontic logic [43]. Deontic logic describes statements about permissions and obligations, and temporal logic describes the temporal expressions. Deontic logic further consists of four types of modalities:
– Permissions / Rights: Permissions are expressions or rules that describe the rights or authorizations for an entity.
– Obligations: Obligations expressions are the mandatory actions that an entity must perform.
– Dispensations: Dispensations that describe optional expressions and describe non-mandatory conditions.
– Prohibitions: Prohibitions are the expressions that specify the actions which are prohibited.

In our previous work, we used text mining techniques to extract deontic rules from cloud SLA documents [13][14]. We used similar techniques to classify sentences into Permissions and Prohibitions. We implemented the Stanford POS tagger [27] for each of the sentences in the document comprising of vital components. Next, we formulated grammatical rules based on the POS tags to obtain rules in the form of permissions and prohibition. The following grammar rules were used to classify text into the Deontic expression:

Permissions: `< Noun/Pronoun > < deontic > < verb >`
Obligations: `< Noun/Pronoun > < deontic > < adverb > < verb >`
Prohibitions: `< Noun/Pronoun > < deontic > < negation > < verb >`
Dispensation: `< Noun/Pronoun > < deontic > < negation > < adverb > < verb >`

We used the following modal verbs for extraction of deontic expressions:
– Prohibition: should not, must not, shall not
– Permission: can, may, could, might
– Obligations: should, must, shall
– Permission: can not, may not, could not, might not

After extracting all the statements containing the deontic expression, we stored each statement as an instance of the Rules class in our ontology. We also classified each rule into one of the four deontic types using the modal verbs present in the rule. Section 5.2 lists the results we obtained for this phase.

5 VALIDATION RESULTS

In this section, we describe the results of the validation of our framework by applying it to Title 48 of the Code of Federal Regulations (CFRs), which describes the Federal Acquisition Regulations (FAR). We collected and preprocessed the FARS document and ran it against the last two phases of our framework, viz. population of the knowledge graph with instances of entities and relations and capturing the deontic rules in each sub-section. We validated our results with the help of our legal expert and from the legal dictionary.

Use case: FAR contain the government-wide acquisition regulations jointly issued by the General Services Administration (GSA), the Department of Defense (DoD), and the National Aeronautics and Space Administration (NASA). All the procurement related rules that must be adhered to by organizations doing business with the US federal agencies are included in the FAR.

Consider a researcher in a Government contracting company who is interested in knowing the rules for responding to GSA’s Request for Proposal (RFP). Title 48 of CFRs has a total of 99 chapters and 9999 parts and so manually parsing the document will be very time consuming and labor-intensive. The researcher will be
able to use a simple interface to ask a question in regular English, and the system will automatically parse the question, identify the terms and keywords the question contains and then query the knowledge graph to return a definition or list of all rules in the knowledge graph that contain those key terms and also terms that are semantically similar to the terms in the question.

5.1 Populating the CFR Knowledge Graph with FAR terms and rules

To populate the knowledge graph, we used the third phase of our framework to extract the vital key-entities and definitions, semantically similar terms, and relations between key-entities from the FAR document. Table 1 shows some of the automatically extracted key terms and definitions embedded in the document. While extracting semantically similar terms, we got some interesting results. For example, for a query keyword like “acquisition”, some of the words extracted by our framework were “procurement” and “purchase,” all of which are semantically similar. Table 2 lists some of the semantically similar terms that were extracted by the framework. We used the extracted vital keys and semantic relationship between the key-terms for the ontology population. Figure 6 illustrates the statistics of the number of relations added to the ontology. Figure 7 illustrates a partial view of instances that were populated in the knowledge graph. Our legal expert validated the results of this section.

5.2 Classifying rules into deontic expressions

Using our framework, we extracted the deontic expressions embedded in all chapters of FARS. We classified each sentence into one of the deontic types. In total, 9,084 deontic expressions were extracted. With help from our legal expert, we classified each sentence into 4 types: Permission, Prohibition, Obligations, and Dispensation. Table 3 and Figure 8 illustrate the results of the classification of sentences into deontic expressions.

Some Deontic rules in Title 48, CFR that were successfully extracted by our system include -
Table 1: Extracted main key-entities and descriptions from Title 48, CFR.

<table>
<thead>
<tr>
<th>Legal Terms</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>acquisition</td>
<td>acquiring by contract with appropriated funds of supplies, services for the use of the Federal Government through purchase or lease, whether the supplies or services are already in existence must be created, developed, demonstrated, and evaluated</td>
</tr>
<tr>
<td>affiliate</td>
<td>associated business concerns, individuals control one or other</td>
</tr>
<tr>
<td>Claim</td>
<td>written demand or written assertion by one of the contracting parties</td>
</tr>
<tr>
<td>component</td>
<td>any item supplied to the Government as Part of an end item or of another component</td>
</tr>
<tr>
<td>Contract</td>
<td>mutually binding legal relationship obligating the seller to furnish the supplies or services and the buyer to pay for them</td>
</tr>
<tr>
<td>contracting officer</td>
<td>person with the authority to enter into administer terminate contracts make related determinations, findings</td>
</tr>
<tr>
<td>conviction</td>
<td>judgment or conviction of a criminal offense by any court of competent jurisdiction</td>
</tr>
<tr>
<td>depreciation</td>
<td>charge to current operations that distributes the cost of a tangible capital asset, less estimated residual value, over the estimated useful life of the asset in a systematic and logical manner</td>
</tr>
<tr>
<td>debarment</td>
<td>action taken by a debarring official under 9.406 to exclude a contractor from Government contracting and Government-approved subcontracting for a reasonable, specified period</td>
</tr>
<tr>
<td>federal agency</td>
<td>executive agency or any independent establishment in the legislative or judicial branch of the Government</td>
</tr>
<tr>
<td>information security</td>
<td>protecting information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction</td>
</tr>
<tr>
<td>servicing agency</td>
<td>agency that will conduct an assisted acquisition on behalf of the requesting agency</td>
</tr>
<tr>
<td>Bid sample</td>
<td>a product sample required to be submitted by an offeror to show characteristics of the offered products that cannot adequately be described by specifications, purchase descriptions, or the solicitation</td>
</tr>
<tr>
<td>Chief Acquisition Officer</td>
<td>executive level acquisition official responsible for agency performance of acquisition activities and acquisition programs created pursuant</td>
</tr>
<tr>
<td>Conviction</td>
<td>a judgment or conviction of a criminal offense by any court of competent jurisdiction, whether entered upon a verdict or a plea and includes a conviction entered upon a plea of nolo contendere</td>
</tr>
</tbody>
</table>

**Permission:** “the contracting officer may request from CCC and any other sources whatever additional information is necessary to make the responsibility determination.” [Subpart 209.1, Part 209, Subchapter B, Chapter 2, Title 48]

**Dispensation:** “Matters related to legal sufficiency reviews that cannot be resolved between the respective CO and SOL Attorney-Advisor must be submitted ...” [Subpart 1401.7001-2, Part 1401, Subchapter A, Chapter 14, Title 48]

**Obligation:** “the military departments and defense agencies shall provide a rolling annual forecast of acquisitions at the end of each quarter (i.e., March 31; June 30; September 30; December 31), to the Deputy Director, Defense Procurement and Acquisition Policy (Contract Policy and International Contracting)” [Subpart 201.170, Part 201, SubChapter B, Chapter 2, Title 48]
Prohibition: “the Secretary of Defense determines in writing that it should not be practicable to carry out the acquisition without continuing to use a contractor to perform lead system integrator functions and that doing so is in the best interest of DoD. The authority to make this determination may not be delegated below the level of the Under Secretary of Defense for Acquisition, Technology, and Logistics...”[Subpart 209.5, Part 209, SubChapter B, Chapter 2, Title 48]
Table 2: Semantically similar words extracted from word-embedding model

<table>
<thead>
<tr>
<th>Query Words</th>
<th>Analogous Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>acquisition</td>
<td>acquisitions, procurement, subpart, department wide, purchases</td>
</tr>
<tr>
<td>certification</td>
<td>certifications, proprietorships, rationale, approval, balances</td>
</tr>
<tr>
<td>debarment</td>
<td>suspension, action, ineligibility, actions, protest, debarring, suspended</td>
</tr>
<tr>
<td>request</td>
<td>waiver, obtain, invite, requested, approval, submit, provide</td>
</tr>
<tr>
<td>signature</td>
<td>derive, requisition, turpitude, authentication</td>
</tr>
<tr>
<td>patent</td>
<td>invention, application, experiments</td>
</tr>
<tr>
<td>publication</td>
<td>document, findings, survey, certification</td>
</tr>
<tr>
<td>agency</td>
<td>authority, office, DHS, official</td>
</tr>
<tr>
<td>Rule</td>
<td>guidelines, terms, provision, regulations</td>
</tr>
<tr>
<td>enforcement</td>
<td>memoranda, obligation, legislate</td>
</tr>
<tr>
<td>violation</td>
<td>immorality, iniquitousness, iniquity</td>
</tr>
<tr>
<td>invoice</td>
<td>financing, entry, recommendation, demilitarization, certified</td>
</tr>
<tr>
<td>database</td>
<td>attorney, bulletin, prospect</td>
</tr>
<tr>
<td>patent</td>
<td>intellectual, invention, tolerance, court-jurisdiction</td>
</tr>
</tbody>
</table>

Table 3: Total number of Deontic Expressions.

<table>
<thead>
<tr>
<th>Deontic Type</th>
<th>Total extracted sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permission</td>
<td>710</td>
</tr>
<tr>
<td>Obligation</td>
<td>698</td>
</tr>
<tr>
<td>Prohibition</td>
<td>479</td>
</tr>
<tr>
<td>Dispensation</td>
<td>149</td>
</tr>
</tbody>
</table>

Fig. 8: Distribution of Deontic Expressions embedded in Title 48, CFR
6 CONCLUSION AND FUTURE WORK

Currently, legal documents like the CFRs are managed and analyzed as long and complex text documents. The analysis and retrieval of relevant information across various titles and chapters manually is a complicated and time-consuming process. In this paper, we presented a novel framework built using AI technologies like Semantic Web, Text Analytics and Information Retrieval, which can facilitate automation of organizational processes that depend on the knowledge embedded in the CFR Titles. We developed techniques to automate the extraction of essential key-terms/ definitions, semantically similar terms for the ontological representation of the legal knowledge base. In addition to this, we classified text into deontic expressions as Permission, Prohibition, Obligation, and Dispensation using pattern-based rules. For this paper, we focused on the validation results of analyzing the Federal Acquisition Regulations System (Title 48, CFR) using this framework. The long terms goal of this research is to build an efficient and automated legal question and answer system for all the CFR titles. This framework contributes to automating and thereby improving eGovernment processes that currently heavily depend on researchers discovering, parsing, and interpreting CFR rules and regulations.

6.1 Ongoing and Future Work

We are currently working on developing a user interface for our framework where researchers can ask a question in regular English, and the system will automatically parse the question, identify the terms and keywords the question contains and then query the knowledge graph to return a definition or list of all rules in the knowledge graph that contain those key terms and also terms that are semantically similar to the terms in the question. This interface will make it convenient for non-tech-savvy people to use the framework.

As part of our future work, we will populate our CFR knowledge graph with data in all other Titles of the CFRs. This knowledge graph will eventually be a vital part of the integrated Legal knowledge base that we are building.

We will be developing techniques to handle the hierarchy within the rules and regulations. These will address situations where a rule will supersede another rule or will be negated by another rule. Currently, all the deontic rules are ranked with the same priority by the system. We will extend our framework to allow prioritization of the Deontic rules; for instance, the prohibitions will over-ride the dispensations, etc. These enhancements will also help identify discrepancies in the rules like the same rule is prohibited by one CFR Title and permitted by another CFR Title. As part of our ongoing work, we are getting other domain experts and users involved in validating and improving the knowledgegraph.

While users are currently able to query the CFR knowledge graph for rules and definitions, the framework cannot provide legal advice without human validation. Actionable legal advice is the future focus of this research. We are also working to develop a Question and Answer system that, for any given action or question on the CFR, can highlight all the terms, policies, rules, and stakeholder entities that might be applicable to it and offer preliminary guidance to a researcher or government official.
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