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I. INTRODUCTION

The existence of narratives (accounts of series of interconnected events that fulfill a story) and the act of story-telling, have been critical elements in the creation of universal human experiences across three distinct periods of communication in history, in addition to predated written account [95]. Narratives have shaped the ways in which humans have created languages to communicate and connect with one another (the era of oral tradition), record and make sense of their surroundings (the age of literacy), to finally formalizing the ability to spread and convey information at a large scale through electronic media (the age of information) [42]. In particular, electronic media has revolutionized the methods that allow users to build online communities and easily share wide-spread information.

As a result, there is a large amount of data available on the web today, from images and videos, to unstructured and semi-structured text data, giving us the ability to share narratives at a large scale, through multiple communication modes [1], [35], [143]. The high availability of data, and
the process of online narrative analysis, can be beneficial for a variety of purposes, such as ensuring safe online environments for sharing consistent and factual information, and providing critical intelligence to a multitude of geopolitical defense agencies. A large portion of the narratives shared online today have malicious intentions and are rooted in propaganda-spreading campaigns. Digital media outlets and advancing computational methods have heightened the sharing of biased information, misinformation, and disinformation rapidly and widely. Many of these campaigns aim to craft targeted narratives that can be spread to large audiences, with the goal of inducing high engagement such as opinionated and passionate conversation, and increased interactions such as post reactions and shares. News media outlets can further circulate deceptive messages by indiscriminately re-posting and reporting malicious campaign-led information. Due to these critical, omnipresent implications, identifying both existing and evolving narratives continues to be of concern and a growing research problem. We are interested in computational methods that can automatically gather and chain information crucial to evolving narratives (construction), as well as detect and extract existing narratives.

Developments in Natural Language Understanding (NLU) continue to refine the methods that allow computational systems to capture and understand human experiences, such as the narratives we share. Much of this technology contributes to the growth of integrated systems that aim to understand, extract, and generate a variety of self-contained or fragmented narrative structures. Self-contained narratives, such as books or films, do not rely on external sources to convey the set of events that form a complete story, whereas fragmented narrative structures such as the collection of chained social media posts, blogs, or articles, are considered stories that are constructed using events spread across disparate sources.

Though there are ongoing challenges and open research questions associated with the construction, understanding, and generation of both self-contained and fragmented narratives, there is a considerably larger focus on developing methods to address fragmented narrative-based problems. This imbalance can be attributed to the nature of the ways in which human beings consume narratives in the current Information Age. While stagnant, self-contained narratives are still popularly used for both entertainment and educational purposes, users often lean towards sources such as social media sites like Twitter and Reddit to learn about information associated with current events that are pervasive in their surrounding societies. Fragmented narratives naturally emerge through these large information sources, and the events of the narrative (especially when considering critical, popular news topics) are typically reported and instantiated by millions of users.

The sequence of events that construct fragmented narratives can become very detached, due to the difficulties in accurately and efficiently locating evolving themes, concepts, and gaps in ongoing narrative chains. An example of the construction of a fragmented narrative about the January 2022 Texas Synagogue Hostage from multiple online sources is shown in Figure 1.

In this scenario, breaking events and details about the hostage are extracted from multiple disparate online sources, and constructed chronologically based on their context. The ordering of major events results in a logical, end-to-end narrative about the hostage. The methods required to first gather pieces of information and later construct them in logical storylines, span a multitude of research areas in Information Retrieval (IR) and Natural Language Understanding (NLU). The first step is data acquisition, more specifically, locating and extracting meaningful and relevant news events, with the extended of challenges of closing potential gaps in a story chain of events. Temporal IR methods such as measuring relevance of former content, article summarization, dynamic topic modeling, and information filtering, are examples of methods used in the news event extraction phase. The chronological ordering of events into plot sequences is also known as narrative construction. Examples of methods used to address narrative construction research problems include shift detection, and causal relation extraction and arrangement.

Narrative construction differs from automated journalism, which is a form of computer-generated news generation, where news stories are automatically produced by machines rather than human journalists. The goal of narrative construction is to enhance traditional information retrieval methods through typical search engines. Though search engines can retrieve aggregated event information, they lack the ability to sequence relevant events together to form narratives about different topics. Unlike automated journalism, narrative construction does not generate original content through automated methods, but rather chains insights from existing articles written by human reporters. The goal is to provide ordered sequences of events to end users, enhancing the traditional aggregated output that typical search engines provide.

The novel contribution of our work is the collation, organization, and documentation of multiple research areas, shown in Figure 2. We define structural components of universal narratives, as well as expand on specific research methods and projects to extract, construct, generate, and represent narratives. It should be noted that there are existing focused workshops that have created communities for sharing research in the areas of narrative generation, understanding, and construction. However, there is a lack of a single resource that organizes and describes fundamental concepts related to defining common structural components of narratives, as well as, foundational previous work, current research areas, and future directions. Our research is inspired and guided by the following research questions:

‘RQ1: How do we differentiate between online and traditional narratives?’
Before elaborating on the specific projects that fall under each research area (Section IV), we first describe and define different types of narratives, more specifically, distinguishing between self-contained and fragmented narratives (Section III-A). Today, narratives can be classified into several categories, but are typically generalized in three overall formats: visual stories (movies, videos), audible stories (audiobooks, podcasts, news), and written stories (books, articles, blogs, social media posts).

‘RQ2: What primary components do narrative structures contain?’

Though the methods each of the three narrative formats use to actually communicate stories differ tremendously from one another, the comprehensive concept of the underlying narrative itself is consistent across all three. For each of these forms of narratives, the story is developed through the execution of the relationships and information about and between people, surrounding places and objects, and the events that encompass them over time. Section III-B outlines major components of a narrative (entities, semantic relationships, and plots).

‘RQ3: What are existing computational methods that have the ability to represent and validate narrative structures?’

Once the narrative types and components are introduced, computational methods to represent and validate narrative structures can be thoroughly explored. Section IV thoroughly outlines existing work and open challenges in the research areas shown in Figure 2.

More information on the motivation for each of the research questions, establishment of primary research areas, as well as the methods we used to collect and organize the research areas and relevant projects is described in Section II. A summary of key research projects for each of the research areas pictured in Figure 2 is documented in Table 3.

More specifically, this paper has the following novel contributions:

• Definition of the structural components of narrative structures, thoroughly describing each narrative component and the existing relationships between them.

• Collation of existing IR and NLU-based approaches into an extensive and clear research area hierarchy.

• Documentation of key research projects in narrative extraction, generation, story evolution, evaluation, and existing resources and tools.

• Identification of the focus, contributions, and existing challenges present in each current area.

• Discussion of growing research trends and areas for future research.

The rest of this paper is organized as follows. We begin with Section II by describing the research questions that motivated our research and providing context around each of the research areas (Figure 2) that address the research questions. We also include the methods that we used to shortlist the primary research areas and specific research projects that fall under each area. Once the narrative types and components are introduced, Section IV thoroughly outlines existing work and open challenges in the research areas shown in Figure 2. We conclude in Section V and give examples of future research directions surrounding narrative construction and understanding tasks.

II. RESEARCH AREA MOTIVATIONS AND SURVEY

A. RESEARCH GOALS

We use the research questions described in Section I to guide the literature review.

Our first goal is to provide documentation of narratives through a high level viewpoint by differentiating between types of narratives, and more specifically, distinguishing between traditional, self-contained narratives, and more novel emerging formats such as fragmented narratives. Along with documenting the diversity of narratives present today, we also aim to understand components that are universal to the majority of narratives in order to make the research problem more attainable for computational representation and analysis. This universal view of narrative types and their components guided our initial literature survey on the origin of narratives, existing narrative types, and linguistic components that have the ability to be processed using methods in computational semantic analysis.

We further explored methods rooted in Natural Language Understanding (NLU) to address various challenges in narrative construction and understanding. For example, we were curious about potential methods used to automatically differentiate between narrative types and extract the narrative components we resolved from RQ2. As discussed previously in Section I, we are mainly motivated by narratives that develop over fragmented online sources. As such, we conducted an additional extensive literature survey on methods that involve creating story-chains from multiple sources, and constructing events in chronological timelines.

Though narrative extraction and construction are the two most obvious areas to address the fragmented narrative research problem, we additionally conducted a survey on narrative generation methods. One of our goals is to explore...
FIGURE 1. Construction of Fragmented Narrative about the 2022 Texas Synagogue Hostage.

FIGURE 2. Roadmap of research opportunities in Narrative Construction and Understanding
whether generative methods can reveal inherent rhetorical tactics such as framing within input sequences. More specifically, we were curious to understand whether the ordering of processed words, can influence the interpretation of future outcomes in an ongoing narrative.

Lastly, the novelty of this paper is providing a communal base of understanding and documentation for both narrative types, as well as, the existing computational methods used to understand narratives. In accordance to this goal, it is important to also document available open resources to continuously and communally extend. Some of these resources can include potential ontologies, data models, evaluation baselines, and training data. Our methods for collecting the sources included as part of this survey are provided in the next section.

B. LITERATURE SURVEY METHODS
There is no current resource to our knowledge that has compiled narrative analysis research areas and specific papers into a single document. Therefore, we provide this section to validate the comprehensiveness of our survey research, describe the inclusion and exclusion criteria, and elucidate the query methodology used to select the concepts, topics, and research work for this survey.

In order to devise the research area hierarchy presented in Figure 2 we first located a series of existing workshops and journals with a focus in narrative understanding and storytelling [15], [16], [41], [69], [70]. These workshops were developed by researchers who have made significant contributions to the narrative understanding field. We utilized their subject matter expertise to organize relevant, high level topics of interest to create a shortlist of the most critical research areas to thoroughly document in this paper. Examples of topics include “narrative extraction” and “storyline evolution”. The final list of topics are displayed as the white boxes in Figure 2. For each workshop, we observed the changes in topics for each existing year, and also included additional topics as technologies and priorities changed. We also excluded topics that did not persist past a single workshop and journal year, or across multiple workshops and journals. We used these topics as search terms to query relevant workshops and papers.

Once we surveyed persistent and relevant topics in the field, we formulated a hierarchy of research areas (Figure 2) and used them to guide our search queries for sub-topics. We shortlisted papers on the basis of a combination of pioneering and novel ideas, large number of citations, and proven reproducibility of methods. Our goal is for other researchers in the narrative understanding community to refer to the hierarchy of research areas to help guide future research questions and directions.

In the next section, we address research questions, RQ1 and RQ2, by documenting types of narratives and components of universal narratives.

III. DEFINING NARRATIVE STRUCTURES

A. TYPES OF NARRATIVES
This section addresses RQ1 (defined in Section I). Narratives can undertake many formats and are expressed through various types of media. The most colloquial and traditional format of a narrative is a literary narrative, where the story is conveyed in the format of a novel (physical or electronic book), which contains written word [43]. However, literary novels are not limited to written word, and can also contain illustrations, or even at times, strictly illustrations (no written word), better known as a form of visual narrative [45], [119]. Other media formats that convey visual narratives include movies and videos [53]. There have been several research projects done on understanding visual narratives [6], [62], [83].

This paper, however, focuses on the survey of the computational understanding and extraction of written narratives. Other examples of written narratives, though not as commonly understood as such in comparison to literary narratives, include physical or electronic newspapers [9], social media posts [117], or collections of online blogs [111]. As stated previously in Section I there is a larger focus on computational understanding and extraction of fragmented narratives, which are typically stories divided across collections of newspapers, blogs, and social media posts, and are not statically defined within self-contained stories. A fragmented narrative is a construction of stories where the narration itself is inherently dynamic, constantly shifting the story events as well as the intended outcome [166].

When considering online blogs and social media websites, narratives can also be used to convey ideologies and opinions [82]. Consequently, users of these media outlets can obtain influenced views (intentionally or unintentionally) of their societies, through fragmented accounts of cultural sentiments, attitudes, and values [27]. In addition, users can also gain insight into views of additional society models through the narratives they may expose themselves to [27]. Narratives can therefore be used as strategic tools, to shape local events and promote collective opinions [27], [52]. Narratives can also be further divided into domain-narratives, stories that form within specific fields of study, such as finance [59], the gaming industry [22], and clinical sciences [129]. More discussion on domain-narratives is available in Section IV-A. Similar to the concept of domain-specific narratives, there are also thematic classifications on types of narratives, also known as story tropes [130].

Often, narratives can be part of multiple domains simultaneously, making it a difficult task to identify components of the narrative accurately and efficiently. Identifying the narrative, as well as extracting thematic and temporal segments of the narrative are challenging research problems. This paper aims to identify open research areas in identifying, constructing, and extracting narratives found across multiple sources. In summary, segments of a narrative can be conveyed across several sources and periods of time, making it a difficult task to identify the emergence of a narrative, identify gaps in a storyline, or piece together accurate events of a narrative.
Before reviewing the current research areas as shown in Figure 2, it is important to understand the fundamental components that generally form most narrative structures. These components are defined and described in the next Section (Section III-B).

B. COMPONENTS OF A NARRATIVE

Despite the diversity of narrative types that exist today, they can be generalized based on a common set of structural components described in this section. Through an extensive survey of various types of existing narratives and respective structures, we were able to resolve three common elements, of entities, semantic relationships, and plots, addressing RQ2 as defined in Section III-

1) Entities

Entities are real-world subjects or objects such as person, time, or location, and are often denoted with a name (Named Entities) [108]. Named Entities can be further abstracted into entity instances [108]. For example, Washington DC is an instance of the entity city. Identifying entities in narratives is a crucial first step to deriving semantic meaning from a given story or a combination of stories, since story points (thematic and temporal plots) develop around entities such as persons, events, and times [114].

Named Entity recognition (NER) models are commonly used to automatically identify entities in both structured and unstructured text documents [81]. Text-based narratives are largely considered examples of unstructured textual resources since they lack predefined formats and are often either collections of native text or a conglomeration of information derived from a variety of formats and resources. NER models use both linguistic grammar-matching techniques as well as statistical-based based models, to classify named entities in unstructured text. In addition, they typically require supervised or semi-supervised techniques for learning [40], [90], [163]. The training set for an NER model typically consists of mappings of words and their part-of-speech (POS) tags, syntactic chunk tags, and named entity tags, with the objective of teaching the model to learn mappings for unseen words given a free-text input sample [58], [126], [131], [151].

NER models trained on general entity recognition datasets are rarely domain-transferable, creating the need for domain-specific training data creation and learning [67]. Narratives exist across a variety of subjects, and as a result, have the potential to incorporate unique, domain-specific entity labels. Domain-specific narratives have started to become explored, and are explained in Section III-A.

Despite the potential of the occurrence narrative-specific entities, there are three common entities that provide a general structure to a majority of narrative extraction, construction, and understanding tasks: actors, events, and times.

These entities can be further broken down into labels specific to a particular narrative [153]. Generally, narratives include a set of persons involved in the execution of a story (actors). In addition, actors participate in connected occurrences of contextually relevant incidents (events) that provide flow to a story over chronological periods (times). Actors and times are defined similarly across different narratives. There is little flexibility in defining entities that represent people, or moments in time since they are more easily perceived and understood unanimously (less room for abstract meanings of components that constitute a person or a time). On the other hand, events are more difficult to formalize because researchers define events differently, depending on the narrative context. Current datasets that reflect differences in events are described in Section IV-E and work done in the area of event detection is available in Section IV-A.

2) Semantic Relationships

Entity recognition alone cannot reflect chronological succession of events, relations between events and actors, or transformations actors portray over time. For example, referring to the following sentence,

Washington, D.C. is the capital of the United States of America.

The meanings of the terms “Washington”, “Capital”, and “America” are limited to their individual and potentially multiple definitions. Without defining relationships between the entities, we cannot obtain the overall meaning of the entire sentence, but only the individual definitions of each word. This is especially important for tasks that aim to derive understanding across narratives, because temporal themes and plot points of stories develop based on a compound of persons, events, and times (entities) in addition to, the relationships, interactions, or associations that exist between them.

Extracting relationships between entities to obtain meaning from text is known as semantic analysis, where each link between entities is known as a semantic relationship [132]. There are several existing relationship extraction approaches that are able to automatically identify semantic relationships that exist between entities in a given input text [7], [86].

There are a number of different semantic relationships that have been identified by linguists, psychologists, and computer scientists studying natural language [56], [74], [142], [147]. In addition, there exist a number of structures such as hierarchical clustering diagrams and taxonomies, which organize and represent the types of relationships and sub-relationships that can exist between entities [18], [147]. Chaffin et al. provide an analysis of the similarities and differences in semantic relationships. The authors create a tree-like structure to decompose thirty one types of semantic relationships [18]. The number and type of semantic relationships to extract varies by the domain and annotation tasking goals for different corpora. For example, in a domain like biomedical-engineering, in-domain semantic relationships such as protein-organism-location, were identified to extract the most relevant relationships given domain-specific tasking [94]. Similarly, domain-specific relationship extraction has been performed on domains such as cybersecurity [121], [122].
<table>
<thead>
<tr>
<th>Semantic Relationship Type</th>
<th>Definition</th>
<th>Predicate Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusion</td>
<td>One entity type inherits, contains or contains components of other entity types. Inclusion relationships include: class, meronymic, topological.</td>
<td>is-a-type-of is-part-of is-in</td>
</tr>
<tr>
<td>Attribution</td>
<td>Asserting or assigning ascription between entities.</td>
<td>is-the-author-of is-related-to is-employed-by</td>
</tr>
<tr>
<td>Temporal / Sequential</td>
<td>Relationship between a temporal duration-based entity and other related entities such as events or actors.</td>
<td>is-before is-after is-late is-early</td>
</tr>
<tr>
<td>Causal</td>
<td>Relationship between two entities, where one is identified as the cause and the second identified as the effect.</td>
<td>in-order-to because-of as-a-consequence-of</td>
</tr>
<tr>
<td>Comparative</td>
<td>Relation between two entities, where one entity is identified as a comparator and the other is identified as the comparable.</td>
<td>is-smaller is-larger is-more is-less</td>
</tr>
<tr>
<td>Possession</td>
<td>Asserting ownership or control between entities.</td>
<td>has-object</td>
</tr>
</tbody>
</table>

**TABLE 1. Semantic Relationship Examples.**

Though there are variations, semantic relationships can generally be grouped under the following relationships listed in Table 1. The final relationships were identified through an extensive review in both linguistics-based literature, including computational linguistics [18], [76], [147]. As discussed previously, the number and diversity of semantic relationship types presents the challenge of representing and capturing various relationships across multiple domains. One method is capturing these relationships using taxonomies, which model part-whole relations between entities [156]. However, it is clear that taxonomies only represent class inclusion-based relationships, even though knowledge about a particular domain is understood as a combination of various semantic relationships. Class inclusion-based relationships can actually branch into other relationships such as causal and comparative, creating a complex network of relationships that represent knowledge about a particular domain or sets of domains. This complex network of knowledge is known as an ontology, and is used to represent the connection between different semantic relationships [51]. There have been several ontologies defined for narrative-based problems and are later described in Section IV-E.

3) Plots

Using semantic relationships between entities to model the sequence of interconnected actors and developed events, over several periods of time, can lead to the discovery of plots [34]. In particular, plots represent the contextual development of events and actors over time within either a single narrative or a hierarchy of sub-narratives [17], [43]. Events and actors are connected to each other through the identification and reasoning of the various semantic relationships described in the previous section.

<table>
<thead>
<tr>
<th>Plot Element</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposition</td>
<td>Introduction of characters, setting, and main story objective.</td>
</tr>
<tr>
<td>Rising Action</td>
<td>Series of events that build on main story objective.</td>
</tr>
<tr>
<td>Climax</td>
<td>Occurrence of the major event of the story.</td>
</tr>
<tr>
<td>Falling Action</td>
<td>Series of events impacted by climax.</td>
</tr>
<tr>
<td>Resolution</td>
<td>Events that conclude the story.</td>
</tr>
</tbody>
</table>

**TABLE 2. Defining Elements of a Plot.**

Plots themselves can be more explicitly defined using the following five elements defined in Table 2 [34], [49]. Considering the elements, it is evident that plots include the most significant events in a given story, which include changes in actors and their actions, over time. Similar to the representation of semantic relationships mentioned in the previous section, narrative plot elements can also be represented using ontologies. More information on ontologies for narrative plot elements is described in Section IV-E.

The rest of this paper documents research areas that focus on the understanding, extraction, and generation of narrative elements, as well as respective evaluations and open resources. For reference to the specific areas covered, refer to Figure 2.

**IV. RESEARCH AREAS**

This section provides an overview of RQ3, which guided our survey on existing computational methods for narrative understanding. The research areas we surveyed are available in Figure 2 and a summary of the various research projects that fall under research area and their respective open research challenges and limitations is available in Table 5. There is a large range of research that focuses on locating and extracting existing and evolving narratives in both
self-contained and fragmented formats, and is described in Section IV-A. Narratives that evolve over multiple sources add increased complexity in identifying and extracting story plots. Time is an important factor when studying the progress of narratives in both self-contained and fragmented formats. We describe work done in the tracking and extracting the evolution of a narratives in Section IV-B. A large research area also involves generating narratives automatically. We describe work using both traditional and state-of-the-art methods used for automatic narrative generation in Section IV-C. Extracting evolving narratives and generating narratives also require extensive evaluation methods to validate the primary structural components. We describe existing methods and tools used for evaluating extracted and generated narratives in Section IV-D. Lastly, we describe open tools and datasets developed for both evaluation, as well as detection, extraction, and generation of narratives in Section IV-E.

A. NARRATIVE EXTRACTION

Locating and extracting existing narratives in self-contained or fragmented sources is a crucial research component in narrative understanding research. Narrative extraction as a research area can be further divided into three main areas of event detection, narrative representation, and sentiment and opinion detection.

As described in Section III-B, events are types of entities that describe main incidents that take place between actors, as a result of the actions of actors, as well as circumstances that arise in relation to the overall setting, and are typically the building components of plot structure components shown in Table 2. Similar to the general form of detecting entities (Named Entity Recognition), there are several examples of work done in the area of specifically detecting events in large datasets of unstructured text, with the goal of identifying interconnected incidents that ultimately make up a narrative plot.

Events can further be categorized into several subtypes [144], [157]. Xiang et al. provide a survey of task definitions, data sources and performance evaluations for event extraction from text and create a taxonomy of approaches for different event subtasks [157]. A popular approach to identifying hierarchical events is using frame semantic parsers to detect events in unstructured text [29]. Semantic frame parsing is a language understanding task that defines a frame as a sentence-level event or scenario, and defines frame elements, as the corresponding elements and roles that can be associated to frames. Spiliopoulou et al. [43] use frame semantic parsers to detect event nuggets (semantically meaningful units of text that denote some action), as well as classification of types and subtypes of different types of events by creating mappings from an event task called ACE 3 to FrameNet taxonomy [4].

There are several schemas similar to ACE, that represent hierarchical events. Many of these schemas are described in greater detail in Section IV-E. Similar to the previous paper described, Rehm et al. [127] also identify a class of events called Movement Action Events (MAEs), training on ACE Multilingual 2005 data. More information on the ACE dataset, and its uses for event extraction tasks, is described in Section IV-E. MAEs are defined as are entities in a sentence that refer to events involving participants and locations. The authors identify MAEs in a domain-specific task of generating travelogues (sequences of travel events that create a trip). The main approach was processing multiple interconnected instances in order to generate one instance of a travelogue, which can be applicable to other narrative extraction problems with the goal of generating storylines or plots. Event detection is also popularly done using deep learning approaches [21].

Though events are crucial components that build a plot or storyline, general entity recognition and extraction is also an important task in understanding surrounding elements that are related to major plot events. As described in Section III-B, there are a variety of entity types that can be identified and it is a wide research problem in selecting relevant entity types for varying narrative structures. Oza et al. [114] model and study different types of semantic links (relevant co-occurrence graph, unweighted link patterns, and relevance-weighted bibliographic coupling) present between entities and identify most useful relationships for a given entity retrieval task.

Similar to tasks that detect relevant structural components (semantic links and entity types) within particular narratives, another large research area involves representing primary components of a narrative through a variety of schemas or narrative representation languages. For example, Hussain et al. develop a tree-like structure to visualize narratives and prominent keywords they contain [63]. In this work, the authors focus efforts on visualizing extracted narratives from a corpus of large, unstructured text. Similar to narrative element visualization, representing narrative components is also an open research area. Yan et al. create functional story schemas that capture latent, structural features in Reddit conversation threads [160]. The authors create structured representations that surround specific narrative elements, both event and character-centric. Similarly, Labutut et al. survey methods for modeling relationships between narrative actors, focusing on techniques that extract character networks [79].

Relevant narrative elements can differ depending on the domain. There is several research that focuses on extracting domain-specific narratives [48]. Additional examples of domain-specific narratives are described in Section III-A.

An important aspect of identifying a narrative, especially for fragmented narratives that develop over multiple sources, is the method of tracking the evolution of a narrative, or identifying a storyline that binds narrative pieces together. Story Evolution can be its own research area, and is further documented in the next section (Section IV-B).

---

3 https://www.ldc.upenn.edu/collaborations/past-projects/ace
4 https://framenet.icsi.berkeley.edu/frndrupal/
B. STORY EVOLUTION

Identifying the evolutionary trends that temporally connect narrative components is known as story evolution detection. Story evolution detection can be further divided into four main research areas as shown in Figure 2: Shift Detection, listed as the first of these sub-areas, is a fundamental procedure that identifies transitions between plot elements. For more information on plot elements, refer to Table 2. Shift Detection is particularly important for identifying sequences in fragmented narrative structures and is a common strategy for detecting story components across a variety of sources.

Hussain et al. [66] study shifts in narratives across social media blogs. In particular, the authors crawled news articles from blog sites related to migrant issues in Europe and analyzed trends in topics across a one year period. They further use the topic shift analysis to study sentiments of particular narratives for a given topic. Similarly, Marcoux et al. [109] study the chronological themes of the spread of misinformation about COVID-19. The authors collect a corpus of misinformation stories and use Latent Dirichlet Allocation (LDA) to reveal latent narratives around a variety of topics. The extracted topics led the authors to associate online conversation with conspiracy theories. A similar method for identifying shifts in a narrative, is extracting causal relationships that exist between narrative events. Causal relation extraction and arrangement tasks are popularly used for story completion. Yusuke et al. [105] propose a story comprehension task called “Missing Position Prediction” (MPP), where the objective is to predict the position of a missing narrative component given an incomplete story as input. The authors use the ROCStories dataset [106], which is an example of one of many such datasets that contain non-fictional daily-life occurrences and stories. Datasets such as ROCStories and NewsWire are commonly used as sources for Natural Language Understanding tasks, such as recognizing causal relationships between events. Zhichao et al. [60] claim that the source NewsWire can be augmented with additional data sources such as scripts and social media blogs, to learn fine-grained causal relations that may not be found in traditional causal knowledge bases learned from NewsWire.

The method of sequencing causal events and related shifts is known as storyline construction and evolution. A similar line of work is Timeline Generation, the process of extracting events and placing them on a chronological timeline, based on a user queries from a collection of documents [24, 92]. There are several works done on transforming event structures into storylines and timelines. For example, Croft et al. [28] propose an event decomposition method that expresses each participant in a causal event as individual temporally subevents, which allows the authors to represent storylines as an evolving set of subevent interactions over time. The authors also apply the event decomposition approach to event annotation for storyline analysis.

Storylines can also formally be organized as story chains, which are essentially sequential events that together form a story or narrative. Zhu et al. [166] define a story chain as “a construction of news articles that reveal hidden relationships among different events”. The authors create an algorithm that uses random walks on a bipartite graph and keyword-based search to form a coherent and accurate story chain based on a user’s query. Prior to this particular work, several research projects have ordered news articles based on hierarchical structures [44, 104, 109, 136]. Structurally organizing sequential events, whether in a graphical or timeline form, is a useful tool for efficiently conveying chronological summaries of large and fragmented narratives. Evolutionary Timeline Summarization (ETS) is the process of producing evolutionary summaries of narratives related to general news queries. Typically, an evolution trajectory is returned in a timeline structure, with correlated summaries at important dates [139]. Pasquali et al. [120] develop an online tool based on a keyphrase extraction algorithm, that allows users to generate narrative summarizations for user search queries. Another timeline summarization tool developed by Mccreadie et al. [103] automatically extracts events from social media websites over time, and issues timeline updates to users.

C. NARRATIVE GENERATION

The correlative component of narrative construction, is the process of automatically building coherent and fluent story passages, generally falling under the subfield of text generation. Traditional text generation applications include neural machine translation [8], question-answering [161], and summarization [110]. Generation of text is useful for tasks that involve event or storyline prediction. There are generally three broad methods for generating narratives (structural, goal-oriented, transformer model-based), as shown in Figure 2.

One example of a structural-based method is a hierarchical approach to neural story generation. Fan et al. [38], use semi-supervised methods to generate coherent text, based on a predicted story premise. Given a large dataset of human written stories and their paired writing prompts, a sequence-to-sequence model is trained to generate an initial premise, then structurally transforms the premise into a coherent passage of text. Similarly, Martin et al. [101] use sequential learning, where textual story data is preprocessed into event sequences, and later decomposed into two sub-problems of event generation from event representations (event2event), and sentence generation from event representations (event2sentence).

A progression from sequence-to-sequence models is the use of large language models like GPT [124], Grover [164], and CTRL [75], to generate fluent and linguistically accurate text. For example, GPT-2 has been used to generate texts in a variety of domains like law [84], cybersecurity [125], and literature [36]. GPT-2 has even been used to continue dialogue given contextual online social media conversations, such as those found on Reddit [165]. Though neural language models have shown great promise in generating text with grammati-
cal and linguistic consistency, there are known issues in using these models to generate text with logical coherency, opening a broad area of research that involves logical improvement of generated text [72], [78]. Examples of goal-oriented methods for generating stories involve tasks that aim to improve the generated text in stylistic, event-driven, or context-driven scopes. Li et al. [91] propose a framework that first maps text to VerbNet frames and predicates. The task is for the GPT-2 model to generate components of a story based on sets of most probable sentence candidates, providing the ability for GPT-2 to increase the logical coherency of generated text. Similarly, Mao et al. [29] improve automatic story generation by using a two-stage GPT-2 fine-tuning process, to augmenting traditional neural language models, with the ability to generate text using common sense grounding methods.

Though various neural language models have been utilized to map input text to generate accurate output text, there are still many limitations to these methods. For example, the issue of exposure bias is very present in such methods. In this scenario, the model output is biased by the input examples, which typically contain predisposed world knowledge [23], [133]. To address this issue, researchers have started to incorporate both internal knowledge from the input as well as external knowledge from sources such as knowledge bases to generate text. This is largely known as knowledge-enhanced text generation [162].

One example of knowledge-enhanced text generation is retrieval augmented generation (RAG), which aims to retrieve the most relevant information sources related to an input text, and embed these selected sources in the generation process. Relevancy of articles during retrieval can be computed based on named entity indexing or scoring through statistical approaches such as BM25, or through neural methods such as dense passage retrieval [14], [54], [73], [162].

D. EVALUATING EXTRACTED AND GENERATED NARRATIVES

Once narratives are either extracted or generated, it is an important consideration to evaluate both the narrative structure, as well as, factors like bias, factual correctness, and the persuasion factors that may influence a sequence of events.

1) Baselines for Narrative Understanding Tasks

There is a general lack of baseline datasets available for evaluating both constructed and generated narratives. However, there are a few benchmarks that are widely used in the narrative understanding community.

One example of a standard and commonly used benchmark for evaluating generic story understanding is the Story Cloze task [107], where the goal is to learn commonsense narrative sequences. This benchmark is one of the few defined benchmarks that exist for evaluating a series of narrative tasks, such as story completion [139], causal relation extraction and arrangement [137], and story generation [99]. Story Cloze is inspired by a predecessor benchmark called Narrative Cloze [19], which optimizes single event prediction, given a sequence of events. It was the first known published narrative benchmark, and grew from two traditional lines of research in summarization (topic networks) and anaphora resolution (case frame networks). Narrative Cloze, stems from the Cloze Task which evaluates a system (or human being), by randomly removing a word from an input sentence, and testing the ability of the system to fill in the blank [148]. Similarly, Narrative Cloze is a sequence of narrative events, where one event is randomly removed. The task tests the ability of the system to predict the missing verb and typed dependency. The task operates on the Newswire dataset and aims to learn narrative relations between co-referring events, partially orders temporally connected events, and prunes self-contained narrative chains from a space of existing events. Story Cloze extends Narrative Cloze to evaluate tasks that learn concluding sentences to an input story, rather than limiting identification to single events.

Linking Models of Lexical, Sentential and Discourse-level Semantics (LSDSem)’ 17 used the benchmark as a shared task (Story Cloze Test), where the goal was to predict the correct ending of a story given a four-sentence story and two possible endings [107]. The competing models and results for the task are provided in Figure 3. It is evident that diverse combinations of models, pre-trained resources, and tools can be used to optimize story completion tasks. Though these results are from the 2017 shared task, Story Cloze is has consistently been adapted using a variety of methods such as graph models [111] and more modern large language models such as BERT [158].

The tasks above mainly address story completion tasks, given potential endings in self-contained narratives. Zhu et al. [166] describe an example of a system that tackles the research problem of story completion for fragmented narratives across a variety of news articles. An example of the story chain output is provided in Figure 4.

First, a set of chronologically ordered articles is created based on keyword searches. Though the articles come from various fragmented sources, this study is limited to filling in story components given start and end articles. The authors define the fragmented story chain problem as a divide and conquer search problem. Given an initial story chain with start and end articles, the algorithm iteratively performs two tasks: (1) search and retrieval of relevant articles and (2) pruning irrelevant and redundant articles, until there are no remaining articles in the chronologically ordered set. To rank the relevancy of articles, the authors use random walks on a bipartite graph and add nodes with the highest scores to the story link. The final story chain contains multiple links, allowing users to visualize fragmented perspectives for a given topic. An example of one story chain given a query and start and end articles is shown in Figure 4.

It is important to note that the start and end articles inherently guide the construction of the rest of the story chain, adding bias to the constructed stories. Apart from this specific system, combating bias is generally an ongoing limitation.
for constructing and generating story chains. The rest of this section describes examples of evaluations used to measure bias in computational narrative tasks.

As shown under the evaluation section in Figure 2 there are several existing methods that are used to measure bias, correctness of information, and potential persuasion techniques that may influence the construction and generation of narratives. The notion of bias has become an important evaluation factor for both the ethical and fair generation and construction of narratives. In terms of generation, several research works have addressed questions surrounding associated contextual biases generative models have when forming narratives. For example, Lucy et al. [96] found that stories generated by the latest GPT-3 model, may exhibit gender stereotypes. The authors remove character names from the generated GPT-3 text and train a topic model to derive the top 50 topics in any given text and calculate the probability of a topic occurring with feminine or masculine characters. They found that feminine characters are more likely to be discussed surrounding topics like family and emotions, while male characters surround topics like politics and sports. Similarly, Magee et al. [98] conduct a study to examine the observation of intersectional bias in GPT-2 and GPT-NEO text generation across three combined social categories of gender, religion, and disability. The authors found that bias exists at significant levels across three social categories. Controlled, or targeted text generation, can also help in eliminating biases. For example, Dathathri et al. include a language detoxification layer, trained on a toxicity dataset before generating text, to eliminate potential biases in the input prompts. Understanding generated biases from large language models like GPT-3, can help us avoid misconstrued and incorrect story chains, or even narratives generated from singular perspectives [30].

In terms of eliminating bias when constructing narratives (particularly, fragmented narratives), traditional research in bias identification and mitigation can be employed when chaining sources together into a constructed storyline. There have been several research works conducted to first identifying bias, as well as mitigating bias. In recent years, researchers have begun to report potential biased metrics across both language models and datasets [26], [46]. In addition, other researchers have created standards for evaluating model fairness [97], [128]. Transformer-based language models and multidimensional word embeddings have been used to detect bias via cosine similarity of individual tokens [55], [68], [89], [102], [145]. Another popular method for detecting bias is through sentiment analysis approaches [65], [71], [149]. Sentiment analysis has been found to provide a more broad measure for biases that do not directly relate to contextual meanings of words such as genders or roles, but rather the intersection of many social influences [98].

Despite the uses of computational methods to eliminate bias across generated stories, it is also valuable to create methods to eliminate bias across human annotators who often evaluate generated or constructed narratives. Nguyen et al. [112] study the effects of idea and story generation within groups vs individuals. Their study found that groups naturally eliminate personal bias by offering multiple interpretations of events. As a result, the groups were able to generate more comprehensive, complete, and unique stories, in comparison to those created by singular individuals. Though there is significant effort in eliminating unintended bias across generating narratives, there are some narratives that are purposefully crafted to reach certain individuals or groups of individuals. There are several instances across social media where the use of online persuasion has caused a rise in targeted narratives across specific social groups, such as political parties. This phenomenon has been shown to cause group-think, and echo-chamber like behavior across various online communities [3].

The most traditional form of using persuasion to target specific communities is through advertisements [31]. For example, Huang et al. [61] expand the concept of narrative transportation [37] to branded storytelling in social media, and study online brand advertisements through a narrative persuasion perspective. Similarly, Dey et al. demonstrate the role of crowdfunding campaigns in influencing individual opinion on stigmatized topics [32]. Brand to consumer relationship building such as these, fall under the categories of crowdsourcing and crowdfunding techniques, which allow brands to seek opinions, knowledge, ideas, and resources from groups of consumers. In this scenario, brands are purposefully allowing consumers to influence narratives surrounding their products. The crowdsourcing and echo chamber phenomena opens an interesting research area when considering user-centric constructed or generated narratives. A similar phenomenon is observed when considering bias impacts on narratives surrounding news topics such as, social movements [3]. A possible future evaluation could be verifying the sources (either platforms or users) of narrative components, ensuring there is no group bias when training generative models, and eliminating an inconclusive chaining of fragmented sources to form a comprehensive narrative.

In addition to eliminating bias, fact-checking is also a common procedure when evaluating generated and constructed narratives. When considering online narratives, fact-checking of the input text is especially crucial due to the large presence of bots, which have the potential of influencing online discourse and narrative development [25], [123]. Bots are often also part of campaigns that aim in spreading misinformation [77]. There are several methods proposed to evaluate the factual correctness of a given text. Hassan et al. developed ClaimBuster, a system that uses a combination of natural language processing and database query techniques to aid in the process of fact-checking [57]. The system monitors discourse across social media and online news sources, and matches factual claims to a repository of fact checks from human experts. Similarly, Shao et al develop Hoaxy, an extensible framework for locating online misinformation, and checking text correctness against fact-checking databases [138].
<table>
<thead>
<tr>
<th>Rank</th>
<th>CodaLab Id</th>
<th>Model</th>
<th>ROCStories</th>
<th>Pre-trained Embeddings</th>
<th>Other Resources</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>msap</td>
<td>Logistic regression</td>
<td>Spring 2016, Winter 2017</td>
<td>—</td>
<td>NLTK Tokenizer, Spacy POS tagger</td>
<td>0.752</td>
</tr>
<tr>
<td>2</td>
<td>cogcomp</td>
<td>Logistic regression</td>
<td>Spring 2016, Winter 2017</td>
<td>Word2Vec</td>
<td>UIUC NLP pipeline, FrameNet, two sentiment lexicons</td>
<td>0.744</td>
</tr>
<tr>
<td>3</td>
<td>tbmihaylov</td>
<td>LSTM</td>
<td>—</td>
<td>Word2Vec</td>
<td>—</td>
<td>0.728</td>
</tr>
<tr>
<td>4</td>
<td>ukp</td>
<td>BiLSTM</td>
<td>Spring 2016, Winter 2017</td>
<td>GloVe</td>
<td>Stanford CoreNLP, DKPro TC</td>
<td>0.717</td>
</tr>
<tr>
<td>5</td>
<td>acoli</td>
<td>SVM</td>
<td>—</td>
<td>GloVe, Word2Vec</td>
<td>—</td>
<td>0.700</td>
</tr>
<tr>
<td>6</td>
<td>roemmel</td>
<td>RNN</td>
<td>Spring 2016, Winter 2017</td>
<td>Skip-Thought</td>
<td>—</td>
<td>0.672</td>
</tr>
<tr>
<td>7</td>
<td>mlflor</td>
<td>Rule-based</td>
<td>—</td>
<td>—</td>
<td>VADER sentiment lexicon, Gigaword corpus PMI scores</td>
<td>0.621</td>
</tr>
<tr>
<td>8</td>
<td>Pranav_Goel</td>
<td>Logistic regression</td>
<td>Spring 2016, Winter 2017</td>
<td>Word2Vec</td>
<td>VADER sentiment lexicon, SICK data set</td>
<td>0.604</td>
</tr>
<tr>
<td>9</td>
<td>ROCNLNP (baseline)</td>
<td>DSSM</td>
<td>Spring 2016, Winter 2017</td>
<td>—</td>
<td>—</td>
<td>0.595</td>
</tr>
</tbody>
</table>

FIGURE 3. Models, resources, and results for teams participating in the 2017 Story Cloze Shared Task [107].

Algorithm 1 Story chain finding algorithm

- **Input:** chronologically-ordered articles $d_1, d_2, \ldots, d_n$. Start node $s$, End node $t$
- **Output:** story chain $C = s - t$, input link $l = \{s - t\}$

1. **Pruning process (a):** Prune least relevant articles
2. **Select a best article $a_s$, that can be added to the link. Story chain becomes $C = s - a_s - t$.**
3. **Pruning process (b):** Prune redundant articles
4. **Update input link as $l = \{s - a_s, a_s - t\}$. Repeat step 1, 2 and 3 for each of the input link in $l$ until there are no articles left in the set. (Articles are either been added to the chain or have been pruned.)

Output: story chain $C = s - a_1 - a_2 - \cdots - a_k - t$

- 1) A Blast of Rain but Little Damage as Hurricane Hits South Florida 2005 8 26
- 3) Hurricane Drenches Florida And Leaves Seven Dead 2005 8 27
- 4) FEMA, Slow to the Rescue, Now Stumbles in Aid Effort 2005 9 17
- 5) Millions Are Still Without Power and in Need of Basic Supplies 2005 10 26
- 6) South Florida Scrambling To Find Emergency Housing 2005 11 11
- 7) Bush Erred in Responding To Katrina, Lamont Says 2006 8 25
- 8) Bush failed to act immediately after hurricane Katrina to waive the requirement that state and local governments match federal rebuilding funds 2007 2 13
- 9) Bush Consoles Victims of Tornadoes in Alabama and Georgia 2007 3 04
- 10)Gulf Hits Snags In Rebuilding Public Works 2007 3 31

FIGURE 4. Example of story completion task for fragmented articles
E. OPEN RESOURCES

There are several existing tools, ontologies, and datasets that provide the ability to consistently extend, evaluate, and train various types of narrative understanding systems discussed in this survey. An overview of the existing resources is displayed in Table 3. The tools category describes software-based systems that can be leveraged by researchers to aid in annotation, visualization, as well as data aggregation. One example of a tool available to aid in narrative annotation tasks is Brat2Viz [4]. The authors extend the standard BRAT rapid annotation tool [146] to graphically represent narrative components (actors, events, and times) as well as the semantic relationships between the them. The visualization can aid human analysts in maintaining ongoing, developing plots, as well as, seek potentially new directions in existing plots. Similar to annotation tools like Brat2Viz, there are other proposed research works that aim to visually represent components of a narrative in a user interface. One such example is by Segel et al. who use hierarchical visualizations of online data such as news articles, budget forecasts, and employment rates [134].

Apart from visual representation, there is a larger research area that concentrates efforts on representing narratives through formal structures such as data models and ontologies, with the goal of extending with existing pipelines that leverage automated narrative analysis. Unlike ontologies, data models do not represent generic domain semantics but instead, represent schemas for fine-grained tasks. The goal of a narrative-based data model is to provide a schema to represent the format, structure and compositional features of narratives [80]. Akimoto et al. formalize a hierarchical framework that integrates chronological organization of entities, narrative events, and discourse within literary based narratives [2]. Similar narrative representation schemas have additionally been developed through language processing techniques, like distributed word embeddings. Lee et al. describe methods to create story representations to represent relationships between characters, as well as their social roles and thematic story elements [85].

Data models can be integrated with general knowledge ontologies for a diversity of applications and subtasks. Tuffield et al. propose methods for extending a taxonomy of characters, plots, and user-based narrative features into an ontological format that represents chronological ordering of events, the stories that are fulfilled by the connection of the events, and the general narrative type [152]. Often, extensibility for narrative representations can be achieved through ontologies that model aspects of events themselves. For example, Segers et al. describe the Circumstantial Event Ontology (CEO), that builds upon an existing event ontology called the Event and Implied Situation Ontology (ESO) for capturing chains of calamity events in Newswire [135]. Similar event ontologies include Linking Open Descriptions of Events (LODE) [6], Simple Event Model (SEM) [7], Rich Event Ontology (REO) [13] and Comprehensive Event Ontology (CEVO) [140]. One example of extending event classes from event data models is exemplified by Shekarpour et al., where the authors describe methods to create sub-event classes for specific news related event categories with the goal of real-time extraction of events across fragmented news sources [141].

In addition to data models and ontologies, training datasets can be used to train AI-based systems to recognize narrative elements. Several research efforts have developed narrative datasets for construction and generation-based tasks, as well as for benchmarking purposes. As discussed in Section III-B, events and sequences of events are one of the primary components that form all narratives. One example of a widely used benchmark for Event Detection and Tracking (EDT), Relation Detection and Characterization (RDC), and Event Detection and Characterization (EDC) tasks is known as Automatic Content Extraction (ACE) [33]. This dataset is widely used in the narrative understanding community, for subtasks related to events [93].

StoryDB is another benchmark example that focuses on narrative understanding tasks. It is a large multilingual corpus that contains about 21,000 stories in 42 different languages [150]. Examples of applications that can leverage StoryDB include cross-cultural research for narrative structure, classification of narrative types, summarization of a narrative, and end-to-end narrative generation. Though StoryDB is an example of a large and general corpus of text that represents stories across various languages, cultures, and topics, there also exist niche datasets that concentrate efforts on sub-fields within the narrative understanding domain. One such example is the Literature Summary and Character Understanding (LiSCU) dataset, which is a corpus of literary summaries paired with descriptions of characters appearing in the summaries [12]. This dataset can be used for downstream tasks that involve forming opinions on characters throughout a narrative. The authors test the dataset with a character description generation task, to evaluate the character-centric understanding of narratives. Additional niche narrative datasets include CompRes, a dataset for narrative structure in news [88], and CONAN, a multilingual text dataset of hate speech and counter-narrative pairs [39]. In addition to textual narrative datasets, there is also an emergence of visual storytelling datasets such as Visual Story Dataset (VIST), that models unique photos in narrative sequences, aligned to descriptions of the photos in sequence, as well as individually [62].

V. FUTURE DEVELOPMENTS

Thus far, we have reviewed definitions and types of different narratives, primary components of universal narratives, as well as several research areas that can be used to construct, generate, and evaluate narratives. These research areas include many open challenges, and potential for ongoing improvements. As shown in Table 3 there are a multitude

6https://linkedevents.org/ontology/
<table>
<thead>
<tr>
<th>Category</th>
<th>Focus/Objective</th>
<th>Contributions</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Narrative Extraction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event Detection</td>
<td>Identification, tracking, and characterization of event entity types in unstructured and semi-unstructured text data.</td>
<td>Describes approaches to categorize events into types, sub-types through methods such as hierarchical clustering, semantic frame parsing, and large language modeling.</td>
<td>• Lacks statistical abilities to detect events defined implicitly in text.</td>
</tr>
<tr>
<td>Relationship Extraction</td>
<td>Extraction of semantic relationships that exist between named entities.</td>
<td>Methods to link narrative events together based on contextual relationships between entities.</td>
<td>• Performance of methods rely on quality of designed input features, and unable to generalize well.</td>
</tr>
<tr>
<td>Narrative Representation Language</td>
<td>Representation of primary components of a narrative through extensible, machine-readable narrative representation structures.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Story Evolution</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shift Detection</td>
<td>Identifies transitions between plot elements.</td>
<td>Methods to study shifts in narratives across disparate online sources.</td>
<td>• Non-generalizable models.</td>
</tr>
<tr>
<td>Storyline Construction</td>
<td>Create methods for sequencing causal events and temporal narrative shifts.</td>
<td>Event decomposition methods to represent storylines as evolving sets of subevent interactions.</td>
<td>• Scalability issues.</td>
</tr>
<tr>
<td>Timeline Generation and Summarization</td>
<td>Extracting events and placing them on a chronological timeline, based on a user queries from a collection of documents.</td>
<td>Methods to structurally organize sequential events in both graphical and timeline formats.</td>
<td>• Temporal expression limited to dates and timestamps.</td>
</tr>
<tr>
<td>Causal Relation Extraction and Arrangement</td>
<td>Identifying cause/effect relationships between narrative events.</td>
<td>Methods that predict position of missing narrative components, given incomplete story inputs.</td>
<td>• Does not study the potentials of reordering of events based on new information.</td>
</tr>
<tr>
<td><strong>Narrative Generation</strong></td>
<td></td>
<td></td>
<td>• Limited analysis on unrealized events in annotations and representations.</td>
</tr>
<tr>
<td>Structural Methods</td>
<td>Preprocessing narrative text into structures such as sequences or hierarchical graphs and later decomposed into task-oriented text generation.</td>
<td>Generation of linguistically coherent text given an incomplete narrative structure as input.</td>
<td>• Does not take into consideration aspects such as bias and hyper-partisan augmentation.</td>
</tr>
<tr>
<td>Goal-oriented Methods</td>
<td>Improving generated text in logical, stylistic, event-driven, and context-driven scopes.</td>
<td>Editing beam search mechanisms to generate likely next sentence based on logical context.</td>
<td>• Ost systems developed worked independently of an integrated search engine.</td>
</tr>
</tbody>
</table>

| ![Image](image.png)                        |                                                                                                                                                  |                                                                                                                                                        |                                                                                                                                                        |
| Large Language Modeling | Using large language models to generate fluent and linguistically accurate narratives. | • Automatic generation of large samples of domain-agnostic and linguistically coherent text.  
• The ability to generate plausible narratives in a variety of domains through the use of fine-tuning.  
• Lack of logical coherence in generated text.  
• Biases often present in generated output. |
| Knowledge-Enhanced Generation | Embedding external information from knowledge bases to the text generation process. | • The ability to provide additional context to existing input samples used for generation.  
• Addresses exposure bias concerns.  
• External knowledge can be difficult to rank due to amount of data, noise, and scaling constraints.  
• Bias concerns during the ranking and filtering process. |
| Evaluation | | |
| Eliminating Bias | Detecting contextual biases from generated and constructed narratives. | • Comprehensive analysis of potential biases in generated output from large language models.  
• Identification of bias in popular models.  
• Methods in combating bias.  
• Prompt selection for bias tests can also include levels of bias themselves.  
• Efficacy of fine-tuning biases have limited evaluations.  
• Lack of diversity in datasets used to train bias detection classifiers. |
| Fact Checking | Methods to evaluate factual correctness of a given text. | • Systems that integrate natural language models and fact checking databases to evaluate textual correctness.  
• Extensible frameworks for flagging potential misinformation.  
• Lack of baselines to evaluate misinformation detected.  
• System not integrated with general purpose search engines, but rather with small sets of online sources. |
| Bot Influence | Study impacts of bots influencing narrative campaigns and online influence. | Evidence of bots used for spreading misinformation campaigns and narratives.  
• Major focus of research on detection of bots, but limited work on influence features that motivate bots. |
| User Profiling and User Behavior Modeling | Eliminating bias across human annotators during evaluation of generated or constructed narratives. | • Extensive studies of group-bias and echo-chamber impacts in story generation tasks.  
• Studies of attributes of narratives targeted towards individuals or direct groups of people.  
• Does not consider repeatability factors for each study.  
• Lack of pruning methods to modify data to match respective societal norms. |
| Open Resources | | |
| Datasets | Creation of diverse narrative datasets that can be used as training and baseline resources for construction and generation tasks. | • Multilingual narrative representation.  
• Domain-specific narrative datasets.  
• Combined visual and text feature narrative dataset.  
• Lack of community-wide baseline (standards only exist for traditional related tasks, such as event detection). |
| Tools | Development of software-based systems that aid in annotation, and visualization of constructed narratives. | User Interfaces to easily update, extend, and chronologically related events.  
• High concentration on visualization, with limited work done to integrate methods that improve construction-based tasks. |
| Ontologies and Data Models | Representation of narrative structures in ontological formats. | Integration of narrative elements such as actors, events, and plots into new and existing extensible ontologies.  
• Difficult to represent nested structures in online discourse and traditional story formats.  
• Only static narrative features have interfaces in existing narrative ontologies.  
• Temporal features not integrated. |

**TABLE 3.** Computational Understanding of Narratives: Current Research and Open Challenges (Continued)
of limitations associated with each current research area. At a general level, primary limitations surround gaps in generalizability, logical coherence, implementation of bias measures, and resource constraints. This section will briefly review the primary limitations for each research area and present potential future tasks that could lead to continuing progress.

### A. NARRATIVE EXTRACTION

Given the many types of narratives, as well as diversity of potential entities and semantic relationships that compose differing narratives, in Section IV-A, we have seen that a number of methods used for narrative extraction are typically based on targeted inputs for narrative-type specific tasks. The major limitation for narrative extraction areas is the challenge for generalizability. Many of these methods, whether concerning detection and extraction of events and semantic relationships, or creating narrative representation languages, are based on targeted inputs, and cannot be applied to multiple domains easily. For example, the narrative representation language for a fantasy novel will likely not be backwards compatible to a representation language of a strategic news-based narrative. Similarly, events and semantic relationships in free-text can differ tremendously depending on the domain. More discussion on domain-specific studies for event detection and relationship extraction is described more thoroughly in Section IV-A. However, creating domain-specific datasets for novel narrative problems can be labor intensive and costly. A future research area can work towards creating generalizable representations that fit multiple narrative types.

One of the greatest challenges in narrative understanding tasks is integrating domain-agnostic, commonsense knowledge for global interpretation of a variety of narrative events. Generalizability can produce many benefits, such as decreasing human intensive narrative extraction tasks, and providing reference models for story chain-based information flow.

Achieving generalizability is expected for innovation across the major narrative understanding tasks discussed in this survey. Both general and domain-specific texts can benefit from models that have the ability to automatically and accurately chain events into event chains. Narratives that concern colloquial events such as news stories, and personal occurrences, can more easily generalize in comparison to domain-specific events due to the sparsity of available domain-specific narrative training. In addition, there is no current research in developing cross-domain methods for extracting narrative components, apart from methods that chain and generate stories based on general domain narratives samples derived from datasets like ROCStories [106]. More information on ROCStories can be found in Section IV-B.

One approach to achieving cross-domain narrative generalizability is the development of intermediate tasks that map domain-specific components to general narrative schemata. In this way, we can potentially apply general narrative tasks to domain-specific texts. One approach is integrating general plot-based elements (Table 2) across subject matters, allowing for narrative schemata domain transfer learning capabilities. For example, the vocabulary used to describe the climax of a fantasy novel will likely be different than the climax vocabulary of an article describing the severity of a virus variant. However, using the contextual meaning of the climax (occurrence of the major event of the story) can help identify and compare examples of plot elements across different domains. To achieve this, we can first gather examples for each plot element across multiple domains and apply them as training data for cross-domain schema learning tasks. The primary associated task involves investigating methods that allow unsupervised natural language models to recognize similarities and differences across examples for each plot element and evaluating the model on unseen domains [115].

### B. STORY EVOLUTION

As discussed previously in Section IV-B, creating story-chains, or sequences of events that constitute a given narrative, are largely based on temporal features such as timestamps and dates. Though these methods have proven to be useful for tasks that involve a strict layout of events that lead from a starting point to a particular outcome (pre-determined plots, or factual sets of sequenced events). However, when considering research areas that aim to locate real-time, developing narratives across fragmented sources, event ordering does not necessarily only develop chronologically, but also can be influenced by socialization factors such as peaks in online conversation surrounding specific topics, updated information and additional evidences, as well as user bias. Future research areas can potentially explore such socialization factors when constructing the ordering of events.

### C. NARRATIVE GENERATION

The lack of logical coherence in generated text presents a large research gap in text and narrative generation tasks. This leads to methods such as structural and goal-oriented text generation, which have additional limitations such as difficulty in handling complex sequences, unreadable output, and content repetition. While state-of-the-art large language models are better at handling complex text and can generate linguistically accurate text, the central limitation is the lack of logical reasoning during generation. There are several ongoing research projects that explore grounding state-of-the-art language models with knowledge representations to output targeted text [50], [66], [154].

### D. EVALUATION

Though there are several narrative construction and generation methods already developed and in-progress, there is a lack of consistent baselines used to measure the accuracy, fluency, and reputability of such methods. Primary limitations surrounding evaluations include low variety of community-wide baselines and increasing gaps in studying bias and profiling when constructing or generating narratives. Future work can include design, testing, and construction of training datasets and baselines for both text generation and
construction-based tasks. Research to include bias measures when creating training datasets and baselines is also an ongoing and essential research task.

E. OPEN RESOURCES

As discussed previously, many of the narrative-based ontologies, data models, and datasets available openly are domain-specific to particular types of narratives. Developing methods toward generalizing the representation of narrative structures is a large research opportunity. In addition to creating more datasets, data models, and ontologies, there are also numerous opportunities for creating additional data visualization tools to illustrate the components of narratives and temporal aspects of narrative events to human analysts. Though the use of computational methods can augment narrative analysis, the goal is not to remove human analysts from the pipeline and replace them with computational systems. Rather, a large goal is to use computational systems to better represent and provide consumable and relevant data for human analysts.

VI. CONCLUSION

The novel contribution of this paper is the collation and documentation of narrative understanding methods and challenges associated with narrative construction, generation, representation, and evaluation tasks, as well as universal definitions for different types of narratives, and the common components that compose them. There is no other resource to our knowledge that provides an overview the above topics in formal documentation. While we have reviewed the narrative understanding literature extensively and provided a hierarchy of primary research areas (Figure 2), there are still some topics that have not been addressed by the current literature and will require community-wide research, engineering collaboration to address. These challenges are documented in Table 4 and Section 7. Our goal is to provide the narrative understanding community with this document to archetype current research areas, challenges, and potential avenues for innovation.
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